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Abstract

Joint camera pose and dense geometry estimation from
a set of images or a monocular video remains a challenging
problem due to its computational complexity and inherent
visual ambiguities. Most dense incremental reconstruction
systems operate directly on image pixels and solve for their
3D positions using multi-view geometry cues. Such pixel-
level approaches suffer from ambiguities or violations of
multi-view consistency (e.g. caused by textureless or specu-
lar surfaces).

We address this issue with a new image representation
which we call a SuperPrimitive. SuperPrimitives are ob-
tained by splitting images into semantically correlated local
regions and enhancing them with estimated surface normal
directions, both of which are predicted by state-of-the-art
single image neural networks. This provides a local geom-
etry estimate per SuperPrimitive, while their relative posi-
tions are adjusted based on multi-view observations.

We demonstrate the versatility of our new repre-
sentation by addressing three 3D reconstruction tasks:
depth completion, few-view structure from motion, and
monocular dense visual odometry. Project page:
https://makezur.github.io/SuperPrimitive/

1. Introduction
Enriching monocular incremental reconstruction with prior
world knowledge is essential for resolving visual ambi-
guities. This issue is particularly prevalent in scenarios
with scarce data observations available: a notable example
would be monocular visual SLAM, where images are being
streamed from a camera into the system in real-time.

When a monocular vision system encounters a new scene
region, it must estimate the region’s geometry based on a
very limited number of observations. Without this, contin-
uous camera motion tracking would not be possible. Once
the scene region is thoroughly observed, the initial geom-
etry estimate should be refined to better explain the multi-
view information.

This naturally leads to a question: what sort of priors
are effective in both providing reliable initial geometry es-
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Figure 1. Multi-View Geometry with SuperPrimitives. Super-
Primitives are extracted from an input frame by dividing it into im-
age segments equipped with estimated surface normal directions
(bottom-left). Each SuperPrimitive induces a dense reconstruction
within the corresponding image segment up to a priori unknown
scale. Different possible reconstructions are shown in light blue.
The scales are then jointly optimised together with a relative cam-
era pose to fit multi-view photometric constraints (visualised in
green and red). The resulting dense reconstruction of the refer-
ence frame is shown in the top.

timates and supporting multi-view consistency? Geometric
priors generally fall into one of two categories: local and
global. Local priors, such as smoothness assumption [30] or
surface normal regularisation [52], impose additional con-
straints within a small neighbourhood. Global priors, on the
other hand, aim to impose constraints on a larger scale, such
as depth prediction [2, 11].

Our key observation is that some of the geometrical cor-
relations are more reliable than the others, and therefore
could be safely “locked in” together within local regions
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based on a single-view prediction. Points belonging to the
same rigid body are strongly correlated, making it unnec-
essary to determine their depth independently. In contrast,
distinct and unrelated objects can be placed arbitrarily in
the scene. As the number of objects increases, learning a
reliable global prior on their relative positions becomes an
increasingly complex problem.

In this work, we show that purely local but strong pri-
ors are enough to achieve excellent performance across a
variety of geometric vision tasks. For that purpose, we in-
troduce a novel representation, SuperPrimitives. A Super-
Primitive represents a local image segment, coupled with
a dense shape estimate which is determined up to a scale
factor. The scale factor can be further adjusted based on
information observed from other views or additional mea-
surements.

We show that SuperPrimitives can be efficiently con-
structed using a front-end which consists of two single-
image neural networks, extracting image segmentation and
surface normal prediction. Effectively, our neural front-end
predicts whether adjacent pixels belong to the same geo-
metrical entity through image segmentation and estimates a
surface normal at this point, thereby providing an infinites-
imal geometry estimate.

We delegate global, scene-level alignment to our stream-
lined multi-view, iterative, optimisation-based back-end.
The resulting front-end / back-end tandem combines the
flexibility of multi-view based optimisation methods with
the observation efficiency common in prior-driven systems.

Our new representation showcases its versatility in three
key applications, where single-view ambiguity is resolved
via additional measurements or viewpoints:
• Firstly, it adeptly handles zero-shot depth completion

tasks in real-world scenarios, matching the performance
of state-of-the-art methods tailored for depth completion;

• Secondly, it facilitates joint pose and depth estimation us-
ing a limited set of unstructured images, surpassing its
nearest competitor even in the absence of global priors;

• Thirdly, our method outperforms previous monocular vi-
sual odometry systems on the challenging TUM dataset,
and exhibits robustness across various domains.

2. Related Work
Monocular Reconstruction. Both offline monocular re-
construction systems, such as COLMAP [43] and [16], or
online systems, such as MonoSLAM [9] and DSO [22]
track, filter, and reconstruct only well-constrained points
with high and reliable photometric information. This often
involves fine-grained and sophisticated point management
to reliably resolve visual ambiguities and filter unreliable
visual observations. DTAM [30] demonstrated feasibility
of incremental dense reconstruction in the monocular sce-
nario. DTAM employed a hand-crafted local smoothness

prior to handle regions with poor texture. Subsequently,
other local priors [32, 54] have been extensively explored
to regularise multi-view geometry estimation problems.
Global Priors. We are interested in exploring the space
of possible geometric priors from single-view networks.
Depth prediction [12, 37, 38] is the most obvious choice
but leads to a rigid per-image reconstruction which is dif-
ficult to feed into multi-view optimisation. In the recent
years, deep-learning based approaches sought to replace ex-
plicit multi-view geometry estimating with learning-based
methods [3, 42, 48]. These methods, however, assume
known poses and are, therefore, not suitable for joint pose
and geometry estimation. Notably, CodeSLAM [2] intro-
duced depth prediction conditioned on latent codes, which
are then optimised to achieve cross-view consistency. How-
ever, CodeSLAM still struggles with out-of-domain data, as
depth prediction networks are known to struggle with gen-
eralisation [51].
Higher-Level Mapping. Introducing parametric primi-
tives, such as lines [36, 50], planes [6, 17, 19, 25, 26, 45] or
even high-order algebraic shapes [7, 23, 31] to better con-
strain multi-view geometry problems have been thoroughly
explored over the last few decades. They all however use
assumptions which may not often hold for all 3D scenes,
especially for dense reconstruction.

Besides parametric algebraic primitives object-
level mapping has been explored in the last decade.
SLAM++ [41] represented a map with a set of CAD models
retrieved from an existing database and tracked camera
position against these models. This method, however, could
not be applied in a variety of settings due to the limited
size of the CAD databases. Even objects of the same class
can vary in their geometric appearance from instance to
instance. This was later approached by [15, 47], who also
represent their map via a set of objects, but learn a latent
space of possible geometric variations per object class.
Fusion++ [29] extended this approach into a more versatile
per object depth fusion using an RGB-D sensor and mask
proposals from a pre-trained neural network. These meth-
ods rely on an RGB-D inputs and assume a pre-defined set
of object classes, therefore lacking generality.

3. Method
Firstly, we introduce the concept of a SuperPrimitive and
explain how an image is processed into a set of its Super-
Primitives, referring to this part of our method as the front-
end. In the second part of this section, we describe how
multi-view geometry problems can be reformulated at the
level of SuperPrimitives instead of pixels. We refer to this
stage of SuperPrimitive alignment as the back-end.

The core of our method proposes splitting a given im-
age into a set of (possibly overlapping) minimal segments,
image regions which are likely to have strongly correlated
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Extract SuperPrimitives

Figure 2. SuperPrimitves Extraction. (left) Our front-end processor extracts SuperPrimitivies from an image by dividing it into a set
of image regions with surface normal directions estimated for each image pixel within the segment. (right) Highlighted SuperPrimitives
extracted from the image are visualised by showing their estimated normal and colour maps side by side. Note some of them are scaled
either up or down for better viewing. While some of the SuperPrimitives are akin to object-level segmentation, the others tend to represent
more low-level image segments.

geometry. We repurpose the recent state-of-the-art Segment
Anything (SAM) [21] model into predicting these minimal
segments.

Our key idea is to estimate local geometry within each
segment from a single view, while leaving the relative po-
sitioning of the segments to be estimated via multi-view
photometric consistency optimisation. We refer to these
geometrically enhanced minimal image segments as Super-
Primitives, since they are inspired by both superpixels [39]
and geometric 3D primitives.

For per-segment local geometry estimation we employ
an off-the-shelf surface normal prediction network [1], to
estimate infinitesimal geometry for each image pixel. The
surface normals within an image segment can be used to es-
timate its depth via simple integration up to a scale factor.
We set these scale factors — depth scales — to be optimisi-
able parameters, which are either optimised via multi-view
cues or explicit depth measurements for the depth comple-
tion experiments.

Thus, our method combines the strong priors provided
by state-of-the-art neural networks in the front-end with the
flexibility and consistency offered by multi-view optimisa-
tion.
3.1. Conventions
Unless stated otherwise, we use lowercase letters for scalar
values, bold letters for vectors, and uppercase letters for
matrices. We consider images I 2 R3⇥h⇥w of height h
and width w captured by a camera with a known calibration
matrix K =

⇣ fu 0 cu
0 fv cv
0 0 1

⌘
2 R3⇥3. Image pixels are parame-

terised as u = (u, v) 2 [0, h� 1]⇥ [0, w � 1]. Given a per
pixel depth function z(u) : I ! R+, we define image’s un-
projection onto the 3D space to be ⇡�1(u) = z(u)K�1u̇,

where dot is a homogenisation operator ṗ = (p, 1). Con-
versely, for a set of 3D points x = (x, y, z) 2 R3 we de-
fine the projection ⇡(x) = �

�
1
zKx

�
, where the � function

drops the last coordinate �((x, y, z)T ) = (x, y)T .
We represent camera poses as matrices TWC 2 SE(3)

in the camera-to-world coordinates unless stated otherwise.
During pose optimisation we store linearised pose incre-
ments ⇠ 2 se(3) as Lie algebra elements. These incre-
ments are used then to update current camera pose esti-
mates, see [13, 14] for more detail.

3.2. SuperPrimitives

We split the input image I into a set of possibly over-
lapping connected regions (segments), each of which is
equipped with its local 3D geometry. More formally, a
SuperPrimitive P = (⌦,D) is a connected image region
⌦ ✓ I which is also equipped with an unscaled depth map
D : ⌦ ! [0,1) for each pixel within the region ⌦. Here,
unscaled means that each SuperPrimitive’s depth D differs
from its ground truth depth D by an a priori unknown scalar.
In other words, there exists a single scalar s such that:

D = s ·D for all pixels p 2 ⌦ (1)

We say that an image I is primified into super-primitives
P(I) = {Pi = (⌦i,Di)} if it has n, possibly overlapping
primitives that lie within the image I, i.e

S
⌦i ✓ I.

For brevity we use the words primitive and SuperPrimi-
tive interchangeably throughout the rest of the paper.

Representing Geometry with SuperPrimitives. A set of
primitives P itself is not enough to extract dense image ge-
ometry due to scale/depth ambiguity. Therefore, we intro-
duce the concept of optimisable depth scales which anchor
the correct depth scale for each primitive.
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Given a scalar depth scale s for a super-primitive P , one
can infer its depth as D(p) = s·D(p) for every point p 2 ⌦.
In practice, we employ a log-depth representation to repre-
sent depth throughout the whole system. This means that
we store optimisable log-depth scales log s and unscaled
log-depth logD, and so depth inference reduces to a sim-
ple shift operation logD = log s+ logD.

In contrast to other dense methods, we estimate the dense
geometry G of the image in the form of a point cloud
rather than a depth image. This choice is driven by the
fact that multiple primitives’ supporting segments ⌦i and
⌦j might overlap, which would lead to different depth esti-
mates within their intersection ⌦i \ ⌦j .

Given a set of depth scaled primitives P = {(si, Pi)},
the geometry G of the image I can be estimated as follows:

G :=
[

i

⇡�1(si ·Di) (2)

To obtain estimated depth D̂, we average depth values
along the corresponding camera rays.

Converting an Image into SuperPrimitives. Next we
explain how SuperPrimitives are obtained in practice. An
input image I is first split into a set of minimal image seg-
ments ⌦i produced by an image segmentation model. We
use the Segment Anything [21] model in this work, since it
captures low-level semantic correlations highly accurately.
Given the extracted segments, we independently estimate
the local geometry Di within each segment by integrating
surface normals predicted by another state-of-the-art neural
network [1] within this region.

Note that this approach is premised on the assumption
of geometry being continuous within each predicted im-
age segment ⌦i, hence its unscaled depth values could be
obtained by integrating its surface normals. Although this
is not guaranteed a priori, we observed that a more fine-
grained mask selection yields a compelling correlation with
geometrical continuity. We discuss this in more detail in the
following section.

Image Segment Retrieval. An ideal neural network
which estimates image segments {⌦i} should predict re-
gions of geometric continuity, where depth could be ob-
tained via surface normal integration. However, to the best
of our knowledge, such a network does not exist. Our ap-
proach aims to approximate this behaviour by utilising the
Segment Anything model, coupled with a specialised mask
selection process. Specifically, for each SAM query, we
strive to select the smallest predicted mask surrounding that
point. While such over-segmentation could potentially in-
crease the dimensionality of the multi-view optimisation
problem, under-segmentation might lead to incorrect ge-
ometry estimate within the primitive. Since we only adjust
the scale of a primitive after the normal integration is com-

pleted, any incorrect geometry estimates within a primitive
cannot be compensated at this stage.

The segmentation model employed in this work outputs
three binary segmentation masks given a query point q 2 I.
For each query q we first filter predicted masks using the
post-processing introduced in [21], such as stability filter-
ing and Non-Maximum-Suppression (NMS). Even though
our method allows redundant regions, we employed NMS
to remove similar segments and save compute in the im-
age alignment stage. With filtering done, the mask with the
smallest area is selected. If the filtered set is empty, we dis-
card the query point.

We query the SAM backbone feature extractor once per
image. Then we first sample 300 query points randomly
across the image, followed by the filtering discussed above.
Then the image coverage mask is calculated and an addi-
tional 100 mask query points are actively sampled in the
uncovered regions.
Normal Integration. To estimate each segment’s local
geometry, we first pass the image through a surface nor-
mal estimation network. This network effectively predicts
the derivative of desired depth values. Then, we “integrate”
these surface normal vectors within each image segment to
obtain its unscaled depth map.

For each image pixel u = (u, v)T 2 I we estimate
its surface normal vector n = (nx, ny, nz)T with a pre-
trained state-of-the-art CNN [1]. As was demonstrated
in [5], the log-depth z̃ = log(z(u)) satisfies the following
PDEs within a segment ⌦:

ñz@uz̃ + nx = 0 and ñz@v z̃ + ny = 0 (3)
where ñz = nx(u � cu) + ny(v � cv) + nzf . The depth

values within the segment ⌦ can therefore be obtained via
minimising the following functional:

min
z

ZZ

⌦

(ñz@uz̃ + nx)
2 + (ñz@uz̃ + ny)

2 dudv (4)

Note that this leads to a family of solutions z̃ + Const
which differ by a shift constant. This is due to the fact that
only partial derivatives of z̃ are used in the functional. That
means that the actual depth will be estimated up to scale,
since z = exp(z̃) by definition.

This ambiguity prompted us to introduce the notion of
depth scales, to allow each segment to be adjusted towards
its true depth. We implemented batched normal integra-
tion, efficiently solving all optimisation problems as a single
sparse linear system using conjugate gradient method [18].
This implementation enables the integration of approxi-
mately 100 to 300 segments within a total time frame of
⇠100ms.

3.3. Primitive-based Image Alignment
Now we explain how our new representation can be used
as a building block for dense multi-view geometry and pose
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estimation, combining an optimisation-based mindset with
learned single view priors. To make optimisation compu-
tationally tractable, we design our image alignment to fully
abstract away any knowledge about the neural networks in-
volved in the image primification stage. Hence, even though
there has been early evidence that SAM is independently ca-
pable of establishing (coarse) mask correspondences across
neighbouring frames, we rely on photometric information
only during the image alignment stage. We believe that
more semantic primitive association would be “heavier”
and coarser since it would not provide per pixel correspon-
dences, and would therefore not be a good fit to be used in
a multi-view optimisation loop. However, we speculate that
such a method could be employed to further enhance our
system, e.g. to improve occlusion handling, particularly as
these models become more computationally affordable.

3.3.1 Two-view SfM on SuperPrimitives

For the sake of clarity, we formulate our method in the sim-
plest case of two frames observing the scene, although it
could be trivially extended into a setting with a higher num-
ber of views. At the core of our Structure-from-Motion
(SfM) approach lies a per-primtive photometric alignment,
which contrasts with widely accepted per-pixel photomet-
ric alignment [14, 30] techniques. Informally speaking,
our proposition is to treat each image primitive as a “rigid”
piece, which is only allowed to be scaled up or down. This
degree of freedom is due to the scale ambiguity present for
each primitive. Thus, instead of estimating a depth value per
pixel, we only estimate a depth-scale per primitive, which
is illustrated in Fig. 1. This greatly reduces the dimension-
ality of the optimisation problem, especially in the case of
an unknown relative pose. Note that our method does not
require the target image to be primified nor does it not re-
quire any pre-established correspondences (e.g. primitive to
primitive).

We assume a primified reference image Iref with its set
of primitives P(I) = {(⌦i,Di)}. Given an unposed target
image It, our goal is to jointly estimate its relative pose Ttr

with respect to the reference image Iref as well as the dense
geometry Gref =

S
i ⇡

�1(si ·Di) of the reference frame.
While unscaled depths Di are given by a per-image pre-

processor after the primification of the reference image, the
set of depth scales si are yet to be estimated. In our case,
we jointly estimate both depth scales si and a relative im-
age pose Ttr by solving a photometric consistency optimi-
sation problem. First, we warp each depth-scaled primitive
(si, Pi) from the reference frame Iref into the target frame
It:

P̂i[u] = ⇡
�
Ttr⇡

�1 (u, si ·Di)
�

(5)
Then a per-segment photometric residual for the primitive
Pi = (⌦i,Di) is defined by averaging all photometric re-

projection `1 errors across every pixel u 2 ⌦i:

r(Pi, si, It,Ttr) =
1

|⌦i|
X

u2⌦i

���Iref(u)� It(P̂i[u])
���
1

(6)

The resulting photometric cost, aggregated across all depth-
scaled primitives (si, Pi) 2 P(I), is:

Ephoto =
1

|P(I)|
X

Pi=(⌦i,D)

r(Pi, si, It,Ttr) (7)

Note that we abstain from explicit occlusion handling in our
photometric alignment, as our per-segment alignment is by
design robust to pixel-level occlusion. We, however, expect
our system could further be refined with explicit primitive
correspondence checks.

Finally, to obtain the relative pose and depth scales, we
minimise the photometric cost using the Adam [20] opti-
miser:

{sopt
i ,Topt

tr } = argminsi,Ttr
Ephoto (8)

Our approach trivially extends to multiple reference and
target views via photometric cost summation, and we can
jointly solve all depth scales and poses using the resulting
cost function.

3.3.2 Monocular Visual Odometry

To demonstrate that our representation is suitable for simul-
taneous geometry and pose estimation, we design a novel
monocular visual odometry system which operates directly
on primitives. Informally, we incrementally build a local 3D
map out of primitives and then track new incoming frames
against this map, also in a per-primitive manner.

Visual Odometry (VO) consist of three components: ini-
tialisation, tracking, and mapping. Below, we cover each of
these components. We interleave tracking and mapping in a
single thread.

We adopt a keyframe-based approach [22], which means
that the 3D map is represented by a set of posed keyframes
{Iikf,T

i
kf,Gi}. Note that each keyframe also has its es-

timated dense geometry Gi, which results in a three-
dimensional local map of the scene. We map in a sliding
window fashion, with a window size of 5 keyframes. When
the window is full, the earliest keyframe is popped from the
window.

Initialisation. Initialisation of a VO system typically in-
volves estimating the geometry of the first keyframe and its
pose with respect to the subsequent few frames. Initiali-
sation of a monocular incremental SfM or SLAM system
is often hard, because one has to solve a chicken-and-egg
problem: poses are required to reliably estimate geometry
and vice versa. Therefore many VO / SLAM systems em-
ploy a wide range of heuristics in order to initialise their
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system. However, using our new representation no spe-
cial treatment is required in this case. In order to bootstrap
our system, we simply create the two first keyframes and
then employ the Structure-from-Motion method proposed
in Sec. 3.3.1. We keep the pose of the first keyframe fixed
to fix gauge freedom.

Tracking. Given a map, the goal of tracking is to esti-
mate the pose Ttrack 2 SE(3) of a new incoming frame
Itrack. We adapt Lucas-Kanade [28] tracking onto our per-
primitive formulation. At each step we track a new incom-
ing frame against the latest keyframe in the odometry slid-
ing window.

We solve the same photometric cost formulated
in Eq. (8), but for the pose only. The latest keyframe serves
as the reference frame Iref whereas the new incoming image
is set to be the target frame It. The depth scales of the latest
keyframe have already been estimated at the mapping stage.

Since target images are not assumed to be primified,
our tracking is essentially equivalent to the classical Lu-
cas–Kanade method and hence could be implemented ef-
ficiently on modern hardware. Our proof-of-concept imple-
mentation does tracking at 2–3 FPS, but we expect high per-
formance gains from employing standard machinery, such
as Gauss-Newton optimisation [24].

Mapping. The mapping stage ensures geometric consis-
tency within the keyframe sliding window of size n. Con-
cretely, our mapping refines depth scales {sj} and a pose
Ti

kf for each keyframe Iikf where 0  i  n.
For each keyframe, we define a set of target frames

against which the photometric cost is being optimised with a
connectivity function M(t) = {Is,Ts}. In our implemen-
tation, M(t) includes temporally neighbouring keyframes
It�1

kf and It+1
kf (if they exist) used as supporting frames, as

well as 4 additional supplementary views, for which only
the pose is being estimated. We employ these views to bet-
ter constrain the geometry and observed that increasing the
number of supplementary views does not induce high com-
putational cost.

Thus, the mapping stage is done by solving a joint pho-
tometric cost for all keyframes:

Emapping =
nX

t=0

X

Is2M(t)

X

Pi2P(Itkf )

r(Pi, si, Is,T
�1
s Tkf ) (9)

4. Experiments
4.1. Sparse Depth Completion
Our SuperPrimitives representation could be seamlessly ap-
plied to depth completion with no pre-training required,
thereby solving it in a zero-shot manner. For each primi-
tive Pi 2 P(I) we adjust its depth scale to minimise depth
discrepancy ksi · Di � D̂k with given ground truth sparse
depth D̂ across all valid depth points within the segment ⌦i.

If a segment lacks valid depth measurements, it is discarded.
For image regions not covered by any valid primitives, we
generate a dense depth prediction by simply bilinearly in-
terpolating depth values.

Many existing depth completion studies evaluate their
methods in artificial scenarios, such as selecting input depth
points randomly from a known ground truth. In con-
trast, our approach is tested using the real-world VOID
benchmark [57]. The benchmark provides video sequences
captured with a RealSense D435i camera together with
sparse metric depth measurements acquired from an exter-
nal visual-inertial SfM system. This setup exhibits noise
and biases that might be present in the sparse depth inputs.
These measurements are already provided by the dataset it-
self and are therefore shared across all the methods being
compared.

We compare our results with a recent state-of-the-art
model [55], which significantly outperforms previous depth
completion methods, particularly in zero-shot generalisa-
tion contexts. Other methods evaluated in [55] are also
reported in the table. Our depth completion method also
operates in a zero-shot manner both task-wise and dataset-
wise. That means our method was not trained for the depth
completion task and neither of our surface normal predic-
tion network nor segmentation model were trained on the
VOID dataset.

We focus on the most challenging “150 points” density
setting, characterised by minimal sparse depth points per
image. The depth is estimated in full 480⇥ 640 image res-
olution, following [55].

In Tab. 1 our method quantitatively performs on par
with a recent state-of-the-art method, which is enabled by
a monocular depth predictor pre-trained on a vast mixture
of datasets [37, 38] and fine-tined on the VOID train set. In
the zero-shot setting, we outperform VI-Depth [55], which
uses a DPT-Hybrid pre-trained backbone, on three out of
four metrics. Note that no training was done the for depth
completion task for our method. Compared to the ground
truth depth maps obtained via a noisy sensor, our predic-
tions show (Fig. 3) sharper object boundaries and are better
at preserving straight lines and perpendicular structures.

4.2. Few-View Structure-from-Motion
Contrasted with depth completion, where global geome-
try structure is roughly given, we also test our method on
few view Structure-from-Motion. Given a set of unposed
images {Iref, I0s, . . . , I

(n�1)
s } captured within a small time-

frame, the goal is to estimate the depth of the reference im-
age Iref. In that setup, the set of unposed supplementary
views {I0s, . . . , I

(n�1)
s } will be leveraged for multi-view ge-

ometry estimation.
We choose the test set of the ScanNet dataset for this

evaluation. In each test sequence we select every 200-th
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Figure 3. Depth Completion on VOID. We visualise the coloured unprojections of ground truth depth maps provided by a sensor (top
row) and the geometry estimated by our method (bottom row). Sparse depth input points are visualised as red dots (electronic zoom-in
recommended). Qualitatively, we achieve sharper geometry estimates than from a commodity depth sensor.

Method MAE RMSE iMAE iRMSE
VOICED [57] 174.04 253.14 87.39 126.3
NLSPN [34] - - 143 238.10
ScaffNet [58] 150.65 255.08 80.79 133.33
KBNet [56] 131.54 263.54 66.84 128.33
MonDi [27] 104.96 225.60 48.44 96.79

VI-Depth (DPT-Hybrid + NYUv2) - - 55.90 85.20
Ours 109.0 204.15 47.32 83.40

VI-Depth⇤ (MiDaS) [55] 113.27 193.38 53.86 84.82
VI-Depth⇤ (DPT-Hybrid) [55] 97.03 167.82 46.62 74.67

Table 1. Depth Completion on VOID. We report four most
widely used metrics for depth completion on the VOID bench-
mark. The methods which did not use the VOID dataset for train-
ing are in the top section. Methods trained on VOID are marked
with an asterisk⇤. Our method demonstrates superior performance
on three out of the four metrics within the zero-shot group. It is
second-best on two out of the four metrics overall.

frame to be the reference frame Iref. Supporting frames are
gathered from the neighbouring frames. Then we discard
the frame sets with not enough motion to remove mostly
static video clips, where SfM could not be performed. This
resulted in ⇠500 reference frames. Note that in these exper-
iments we use a surface normal neural network pre-trained
only on the synthetic HyperSim dataset [40].

Since the multi-view depth estimation problem has scale
ambiguity, we employ median-scaling to align estimated
depth to the metric scale for evaluation. We report iMAE
and iRMSE in Fig. 6 for our method with varying number
of supplementary views. We compare our depth estimation
quality against the method closest to ours, DeepV2D [49],
which can also estimate depth together with supplementary
frames poses. We demonstrate that our geometry quickly
saturates after observing as little as 2 supporting views. Un-
like DeepV2D we do not use any external tracking or initial
relative pose estimation, yet still our method demonstrates

Figure 4. 3-View SfM on ScanNet. We provide the visualisa-
tions of unprojected reference frame depth maps predicted by our
method for few-view SfM using one reference and 2 supplemen-
tary views. Note that we used surface normal prediction network
which was only pretrained on HyperSim [40] for this experiment.

consistent improvement over DeepV2D. Additionally, our
method does not have any global prior on relative object po-
sitions, unlike DeepV2D. Our approach therefore could be
used as an VO / SLAM initialisation mechanism, estimating
joint relative poses and geometry.

4.3. Monocular Visual Odometry

Monocular Visual Odometry requires both accurate pose
and geometry estimation to successfully track camera mo-
tion across long trajectories. Minor pose estimation inaccu-
racies can accumulate over time resulting in what is called
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Figure 5. TUM Reconstruction Results. Examples of reconstructions produced by our monocular VO system on the TUM dataset. Each
image shows a coloured point cloud of the geometry estimated on an odometry keyframe.

Figure 6. Few-View SfM Depth Estimation Quality. We eval-
uate the quality of our depth estimation method from an unstruc-
tured set of images on the ScanNet dataset. On the x-axis the
number of supporting views is shown, while on the y-axis the cor-
responding depth reconstruction quality metric is reported. We
show that the quality of our depth estimation quickly saturates and
consistently outperforms its closest competitor, DeepV2D.

drift. With geometry being incorrectly estimated, accurate
pose tracking becomes impossible, and vice versa. Our Su-
perPrimitive representation allows estimating both pose and
geometry, enabling us to build a simple monocular VO sys-
tem which performs better even in hard conditions.

We evaulate our monocular odometry on the TUM RGB-
D [46] dataset. The dataset was captured with a hand-
held camera in indoor scenes. It is renowned for being
incredibly challenging (especially for dense reconstruction
systems), due to motion blur, rolling shutter artefacts, and
abundance of pure rotational motion. We show that thanks
to the strong priors encapsulated in our SuperPrimitives, our
simple monocular odometry system can handle the TUM
dataset without any special treatment (e.g. our method does
not involve any special motion blur handling).

We compare against other VO systems that do not have
global bundle adjustment, following the protocol of [10]
and evaluate on 8 sequences from the Frieburg 1 split. We
use only RGB images as the input to our system and down-
sample them to 120 ⇥ 160 for efficiency purposes. Since
our method is purely monocular, the estimated trajectory
lacks global scale and we first use Sim(3) alignment to the

Seq. TartanVO DeepV2D DeepFactors DepthCov Ours
[53] [49] [8] [10]

360 0.178 0.243 0.159 0.128 0.173
desk 0.125 0.166 0.170 0.056 0.085

desk2 0.122 0.379 0.253 0.048 0.108
plant 0.297 0.203 0.305 0.261 0.153
room 0.333 0.246 0.364 0.257 0.363
rpy 0.049 0.105 0.043 0.052 0.055

teddy 0.339 0.316 0.601 0.475 0.253
xyz 0.062 0.064 0.035 0.056 0.036

mean 0.188 0.215 0.241 0.167 0.153
Table 2. Trajectory Estimation Error on TUM. Average Tra-
jectory Error (ATE) is compared against other monocular odom-
etry systems on the TUM Frieburg 1 split. The best and second
best results are highlighted in bold and underscored correspond-
ingly. Our method outperforms others in terms of the ATE aver-
aged across all trajectories.

ground truth scale, following standard practice [4]. Tab. 2
shows that, despite the simplicity of our odometry system,
it outperforms all other methods in terms of Average Tra-
jectory Error (ATE) [46], averaged across all trajectories.
Additionally, our VO is either the best or second best on
five out of eight sequences. Besides quantitative evaluation,
we also demonstrate reconstruction results in Fig. 5.

5. Conclusion
We presented a new representation, SuperPrimitive, which
demonstrates how recent advances in building strong sin-
gle image priors could be incorporated into pose and dense
geometry estimation problems. We show that incorporat-
ing these priors alleviates the need for sophisticated hand-
crafted heuristics and paves the way into monocular recon-
struction with relative ease.
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