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(a) Relighting and Viewpoint Control
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Figure 1. Holo-Relighting performs volumetric relighting on a single input portrait image, allowing users to individually control (1) lighting
effect via an environment map, (2) camera viewpoint and (3) head pose. It is highly expressive and can render complex illumination effects
on in-the-wild human faces with accurate view consistency (a). Controls are well disentangled to produce a realistic rendering of moving
shadows cast by a point light while rotating the head (b). Practical photographic applications such as shadow diffusion (softening) are also

made feasible with our system (c).
Abstract

At the core of portrait photography is the search for
ideal lighting and viewpoint. The process often requires
advanced knowledge in photography and an elaborate stu-
dio setup. In this work, we propose Holo-Relighting, a vol-
umetric relighting method that is capable of synthesizing
novel viewpoints, and novel lighting from a single image.
Holo-Relighting leverages the pretrained 3D GAN (EG3D)
to reconstruct geometry and appearance from an input por-
trait as a set of 3D-aware features. We design a relight-
ing module conditioned on a given lighting to process these
features, and predict a relit 3D representation in the form
of a tri-plane, which can render to an arbitrary viewpoint
through volume rendering. Besides viewpoint and lighting
control, Holo-Relighting also takes the head pose as a con-
dition to enable head-pose-dependent lighting effects. With

“The second authors

these novel designs, Holo-Relighting can generate complex
non-Lambertian lighting effects (e.g., specular highlights
and cast shadows) without using any explicit physical light-
ing priors. We train Holo-Relighting with data captured
with a light stage, and propose two data-rendering tech-
niques to improve the data quality for training the volumet-
ric relighting system. Through quantitative and qualitative
experiments, we demonstrate Holo-Relighting can achieve
state-of-the-arts relighting quality with better photorealism,
3D consistency and controllability.

1. Introduction

One essential challenge in portrait photography is to find the
ideal lighting condition and viewpoint that best portray the
subject, a process that often involves tedious adjustments of
camera and lighting setup in a professional studio environ-
ment with expensive equipment [18, 54]. These require-
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ments, however, are beyond the reach of most consumer
photographers, especially with the increasing demands of
quick selfies and candid photos. In this paper, we aim to
meet the growing need of virtually synthesizing novel views
and novel lighting for a given portrait to enable flexible por-
trait editing.

Several recent works [24, 25, 36, 45, 59, 61, 71, 79,
84, 87, 89] have made progress on single-image portrait
relighting that enables post-capture lighting editing. How-
ever, simultaneous relighting and view synthesis for head-
shot portrait have received less attention. Such task inher-
ently requires 3D understanding of an image, and is often
addressed under a multi-view setting with specialized ac-
quisition mechanisms [2, 20, 35, 37, 62, 88]. Despite great
performance, these works are less approachable for average
users and tend to fail on in-the-wild images, as they are de-
signed for more controlled settings.

Precise view and lighting control requires a good es-
timation of physical properties such as material and ge-
ometry, which are fundamentally difficult given only a
monocular 2D image. Previous works [12, 28, 44, 48, 63]
usually rely on explicit physical modeling with simplified
assumptions on the reflectance or/and lighting model to
achieve the desired view and lighting control. For exam-
ple, Lambertian and Phong models are often used as sim-
plified reflectance models [44, 48, 63]; spherical harmon-
ics [12, 28, 48] is commonly used as a lighting represen-
tation. Other works [28] make assumptions on the color
of illumination to simplify their optimization space. While
these assumptions provide a reasonable approximation to
the actual light transport, they suffer from limited expres-
siveness and result in producing unrealistic shading effects
and less accurate lighting effects.

In this paper, we propose Holo-Relighting, a control-
lable volumetric relighting method that can render novel
views and novel lighting from a single image. We show that
challenging high-frequency lighting effects can be handled
in a fully implicit manner without relying on any physical
reflectance and lighting models. The key idea of our method
is to represent 3D information from the input image as a set
of 3D-aware features by exploiting the inversion of a pre-
trained 3D GAN (EG3D [7]). We are then able to train a
relighting model that is conditioned on the target lighting
using these 3D-aware features. The output of the relight-
ing model is a 3D representation embedded with the target
illumination in the form of a tri-plane, from which an arbi-
trary view can be rendered using volume rendering. Besides
viewpoint and lighting control, Holo-Relighting also takes
the head pose as an input condition and enables head-pose-
dependent lighting effects, which is under-explored in prior
works.

We train the relighting module on a diverse set of por-
trait images under different illumination conditions, which

are renderings using the “one-light-at-a-time” (OLAT) data
captured with a light stage [11]. Our goal is to train the
relighting module to learn arbitrary lighting effects, in-
cluding ones that demand accurate geometry such as cast
shadow. Therefore, it is crucial to ensure that the inverted
input latent code retains more accurate geometry infor-
mation. Simply relying on existing GAN inversion tech-
niques [51, 52, 75, 80, 82] is sub-optimal due to the depth
ambiguity when inferring geometry from a monocular in-
put. To address this challenge, we extend the existing GAN
inversion method [75] with multi-view regularization and
camera pose optimization to encode a more accurate ge-
ometry. We additionally propose a shading transfer tech-
nique inspired by quotient image [57] to accommodate for

the misalignment in high-frequency details induced by im-

perfect inversion. We show that training with data created

using these strategies is important for synthesizing high-
quality shading effects.

With extensive quantitative and qualitative experiments,
we show that Holo-Relighting can produce relit portraits
with more flexible control, superior photo-realism and
multi-view consistency compared to the state-of-the-art al-
ternatives. We summarize our contributions as follows:

* A novel controllable volumetric relighting method that
renders free-view relit portraits with state-of-the-art
photo-realism and view consistency.

* A novel relighting module capable of rendering complex
shading effects including non-Lambertian reflections and
cast shadows without imposing physical constraints.

* Two data-rendering techniques to make more effective
use of light stage captures for training a volumetric re-
lighting system.

2. Related Work

Portrait Relighting. There is a significant body of work
studying 2D portrait relighting over past decades. In the pi-
oneering work, Debevec et al. [11] design a special capture
rig i.e. light stage to record reflectance field, which is then
used to render images with novel lighting. Later methods
remove hardware requirement by using techniques such as
style transfer [58, 59], quotient image [47, 57], and intrinsic
decomposition [1, 25, 27, 33, 34, 56]. Several recent ap-
proaches [36, 40, 45, 50, 61, 71, 79, 84, 88, 89] use neural
networks to synthesize lighting effects and achieve higher
photorealism. Our method is motivated by their success.
Beyond a 2D portrait, very few efforts investigate re-
lighting and view synthesis in a unified framework. Many
of them rely on multi-view setup to construct a physical
relighting model [2, 20, 35, 69] or interpolate light trans-
port [37, 49, 62, 88], thus are not suitable for in-the-wild
images. For a single 2D input, the problem remains chal-
lenging due to its ill-posed nature. Some attempts use hand-
crafted face priors such as 3DMM [3] and apply physical or
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Figure 2. An overview of Holo-Relighting. Our method consists of three stages. (a) We first remove the shading from the input portrait
and estimate an albedo image. (b) We then conduct GAN inversion upon EG3D to obtain a latent code w* encoding 3D information
of the subject. (c) The relighting network takes in the lighting condition, head pose as well as intermediate GAN features produced by
EG3D’s tri-plane generator G'; using the inverted latent code w*, and predicts a shading tri-plane f3.;,qne, Which is summed to the
albedo tri-plane f.;,1qne, resulting in the relit tri-plane f.;,14, With lighting embedded. High-resolution RGB images can be rendered
from f4,.;p1ane Via volume rendering and a super-resolution network. During training, we freeze G, and only update the relighting net.

neural rendering [46, 66, 68] for relighting. These meth-
ods often lack geometric details and fail to synthesize hairs
and mouth interior. As a result, their realism lags behind
existing 2D approaches.

3D GANs. Recent 3D Generative Adversarial Networks
(GANS) [16] can generate view-consistent images by train-
ing on 2D images. Early 3D GANs embed explicit 3D struc-
ture such as voxels [23, 41], and meshes [9, 22, 29] into
their network but fail to achieve similar quality as those 2D
GANSs. More recent 3D GANSs [6, 7, 14, 19, 42, 43, 55, 90]
adopt implicit 3D representation such as radiance field [39].
Among them, EG3D [7] introduces an efficient tri-plane-
based 3D representation which offers efficient and high-
quality view synthesis on par with existing 2D GANs [5,
30]. Our method also adopts a tri-plane-based 3D represen-
tation for volume rendering.

Most 3D GANs are not relightable. To enable light-
ing control, recent efforts propose to embed physical re-
flectance models, such as Lambertian [44], Phong [48, 63],
or Radiance Transfer [12], into their models to explicitly
model lighting. While the simplified reflectance and illumi-
nation model (i.e. Spherical Harmonics lighting [17]) pro-
vide a good approximation to the light transport, they suffer
from limited expressiveness and result in unrealistic render-
ing quality. Recently, Jiang e al. [28] propose to distill
shading from 3D GANSs. But their method assumes a fixed
illuminant color to simplify their optimization space, thus is
not applicable for general-purpose relighting.

GAN Inversion. GAN inversion is an essential step for
GAN-based image editing which maps an image back to
the latent space of a pretrained generator. It has numer-
ous applications including inpainting [10, 51], style trans-
fer [76, 77] and restoration [38, 67, 78]. 2D GAN inversion
also enables viewpoint and lighting control [4, 8, 64, 65],

but often lack view-consistency and/or limit to simple SH
illumination. Recent efforts extend GAN inversion for 3D
GANSs to enable 3D face editing [75, 80, 82]. Our method
exploits 3D GAN inversion [74] to retrieve 3D representa-
tions from an input image to help volumetric relighting.
Preliminary: EG3D Framework. Our method adopts
pretrained EG3D [7] to extract 3D information from the in-
put image through inversion. Here we briefly describe its
framework. The core design of EG3D is to use an efficient
tri-plane representation for volume rendering. A tri-plane
consists of three individual 2D feature maps, where each of
them represents three orthogonal plane fxy, fyz, fxz in
3D space. These feature maps are split channel-wise from
a single feature map produced by its StyleGAN2-like [30]
tri-plane generator. For volume rendering, sampled 3D
points along a ray are projected onto each plane to retrieve
a summed 1-D feature f, from which a color feature ¢ and
density o are decoded by an MLP. A multi-channel feature
image I, is then obtained via volume rendering [39]:

L(r) = / T o) - eft) dt ()

n

where T'(t) = exp (— f:n a(s) ds) is the transmittance.

For efficiency, I. is accumulated at low resolution and up-
sampled to the final high-resolution image through a super-
resolution network.

3. Method

Holo-Relighting takes a single portrait image as input and
predicts a novel image under desired lighting condition,
viewpoint and head pose. Specifically, our system consists
of three stages (Figure 2): (1) Delighting: given an input im-
age, we remove the shading and shadow effects and predict
an albedo image (Figure 2-(a)); (2) GAN Inversion: we re-
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construct 3D information of the albedo image through GAN
inversion, by projecting it to the latent space of a pretrained
EG3D [7] (Figure 2-(b)). The obtained latent code w* is
used to retrieve a set of features fgan from EG3D’s tri-
plane Generator GG and transmit them to a relighting net-
work; (3) Relighting: we use a relighting module (Figure 2-
(c)) conditioned on a given environment map, head pose and
camera pose to process the GAN features fgan to produce
a relit tri-plane f,.; .. from which a novel image can be
synthesized through volume rendering.

3.1. Delighting stage

Following the popular delight-then-relight scheme in recent
2D relighting methods [36, 45, 71, 79], we start from a de-
lighting stage, which predicts an albedo image using two
separate networks, i.e. the normal net conditioned on the
original input and the albedo net conditioned on the both
inferred normal and input, as shown in Figure 2-(a). We
use a U-Net architecture [53] for both networks. Training
details can be found in Section 4.

3.2. GAN Inversion stage

We lift a 2D albedo image into 3D space by projecting it
into the latent space of EG3D [7] through GAN inversion,
which reconstructs 3D information of the subject. Specifi-
cally, given an albedo image .4 and a pretrained EG3D de-
noted as G and parameterized by 6, GAN inversion stage
involves searching for a latent code w™ and fine-tuning G to
best reconstruct .A. Formally,
w*, 0% = argmin L;,,, (G(w; 0),.A) 2)
w,0

where L;,, is the reconstruction loss. And G(w;#) is the
generated albedo using weights 6. During optimization, we
only update EG3D’s tri-plane generator (denoted as G,;)
and freeze other parts. For simplicity, we refer 6 as the pa-
rameters belonging to G,; in the following paragraphs.

With optimized w* and 6*, we can retrieve a set of in-
termediate features fgan and an albedo tri-plane ff.; ..
from Gy,.;(w*;0*), which encodes the 3D information of
the albedo image 4. We adapt an existing inversion
method [75] during inference and refer readers to their pa-
per for more detail. When creating training data, we pro-
pose two additional strategies to align encoded geometry
and appearance with the target image. Details are described
in Section 3.4.

3.3. Relighting stage

One core design of Holo-Relighting is the use of a learned
neural network for relighting, that can generate complex
non-Lambertian reflections and cast shadows without using
any physical lighting priors. In the following, we first de-
scribe the designed relighting network in detail and then in-
troduce two data-rendering techniques to facilitate training.

3.3.1 Relighting Net

As shown in Figure 2-(c), the relighting network takes
a given lighting condition (i.e. environment map) and
head pose (3 x 3 rotation matrix) as input. They are first
reshaped into 1D tensors, and then tiled to 2D maps before
feeding into the relighting net. The relighting net adopts
a pyramidal structure which progressively increases its
spatial resolution to match that of the tri-plane generator
G'ri. At each resolution stage, the relighting net takes in an
intermediate GAN feature foan produced by Gy, (w*; 6*)
of same resolution through concatenation, and outputs an
upsampled feature for next resolution stage. The relighting
net final produces a shading tri-plane f;,; ,,,. Which is
added back to the albedo tri-plane ff. .. to produce
a relit tri-plane f; ;... With the target illumination
embedded. A relit image can then be rendered with volume
rendering. In the following, we discuss several important
aspects of the relighting net.

Feature-based Coarse-to-Fine Relighting. We build the
relighting net upon GAN features, which encode rich 3D
properties of the subject. Using fgan, the network man-
aged to render complex lighting effects such as specular
highlights and cast shadows (Figure 1) that require a good
understanding of the geometry. The relighting network is
naturally designed to consume GAN features in a coarse-
to-fine manner, which enables to synthesize a global light-
ing distribution first and then refine local details based on
a global context. As such, the network learns to synthesize
both diffuse and high-frequency specular highlights well.

Stabilize Training with Zero-Convolution. As we add
the shading tri-plane f; ;.. back to the albedo tri-plane
[tviplane- the relighting network training is prone to diverge
at the beginning. Inspired by [85], we apply two zero-
initialized convolutions to the relighting network: one be-
fore the addition of shading tri-plane [, ,,,. and albedo
tri-plane f{,; ;.. and the other before taking in the lighting
and pose condition. This strategy allows the model to grad-
ually incorporate the given illumination signals and thus sta-
bilize training.

Model Head-Pose Dependent Shading. Given a lighting
condition, our relighting network can generate head-pose
dependent effects, e.g. the moving specular highlights and
cast shadows with changing head pose. This effect is often
neglected in existing approaches [12, 44, 48, 63]. Although
existing free-view relighting methods can render different
views of a portrait, their view changes are always based on
the movement of camera rather than head-pose.” In con-
trast, our method explicitly takes the head pose as an input

*Please refer to Fig. 9 (b) and (c) for the difference between the shad-
ing change caused by viewpoint change and head-pose change.
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condition, and learns to generate head-pose dependent shad-
ing/shadows through training.

3.4. Training Data Creation

Similar to prior works [36, 45, 61], we train the relight-
ing net using light stage [11] data rendered with diverse
lighting environments. During training, the target image is
a rendered relit image, and the input to the relighting net
contains the target environment map, estimated head pose,
camera pose, and GAN features fgany from G(w*;60*).
As we aim to use the relighting model to learn geometry-
dependent lighting effects, we need to ensure that f 45 en-
code accurate geometry of the input subject. We introduce
a multi-view inversion strategy to leverage the multi-view
light stage data for better geometry encoding. We then pro-
pose a shading transfer technique to deal with misalignment
in high-frequency details induced by imperfect inversion.

Multi-View Regularization. Single-view inversion in-
herently suffers from depth ambiguity. The incorrectly en-
coded geometry prevents the relighting net from using 3D-
aware features for relighting. To address this issue, we ex-
tend [75] into a multi-view scheme by leveraging our multi-
view light stage captures. Formally, given a set of albedo
images A = {A!, A2, ..., A"} captured from N viewpoints
and associated camera poses P = {p!,p%...,p"}, we first
freeze GG and search for an optimal w* shared among the
frames and per-frame pose P* by minimizing:

Lup == 3 lbvea(@w.p) —dvac( Az G)
1

where ¢y ¢ is a pretrained VGG [60] feature extractor. In
the second step, we freeze the derived w* and P* and fine-
tune the generator’s parameter 6 by optimizing

1 n . .
Lo=— ; 1G(0) = A'll2 + Lipips(G(0), A')  (4)

where L;pips is the perceptual loss defined in [86]. With
multi-view regularization, the retrieved GAN features can
reflect more accurate geometry.

Portrait Shading Transfer. As shown in Figure 3, even
with advanced inversion techniques, the inverted albedo
(which is encoded in fgan) cannot perfectly capture the
details from the input. When training with per-pixel loss,
such texture differences lead to blurry results. Inspired by
quotient image [57], we resolve this with a simple yet effec-
tive strategy, i.e. by transferring the lighting from the target
OLAT rendering to the inverted albedo image to create a
pseudo ground-truth relighting image. Formally, given the
real ground-truth relighting image R4 and its associated
albedo Ay, we compute a shading image S = Ry / Age via
element-wise division, a decomposition similar to [26]. We
then transfer the shading S to the albedo image A;,,, recon-
structed from the latent code with a per-pixel multiplication
S ie. ﬁgt = S ® A;nw, where ©® denotes the Hammond
product, to produce a pseudo ground-truth image 7~€gt, and
use it to supervise the relighting module. As shown in Fig-
ure 3, 7~€gt preserves target shading while containing consis-
tent facial details with the inverted albedo image, and thus is
also consistent with encoded subject appearance in fgan.

3.5. Training Objective

To ensure both realness and fidelity, we use the following
terms in our training objective function:
Reconstruction Loss L Lr,,and Lg_,,,: The stan-
dard L1 distance between the predicted normal, albedo, relit
image and their ground-truth counterparts.
Perceptual Loss Lp,,, and Lp,,,: The layer-wise fea-
ture difference between the predicted albedo/relit portrait
and the ground truth albedo/relit portrait extracted by a pre-
trained VGG [60] to increase perceptual quality.
Relighting Adversarial Loss £ 4, ,,,: The adversarial loss
between the predicted relit portrait and ground truth to en-
courage the generation of high-frequency lighting details.
We adopt a PatchGAN discriminator with spectral normal-
ization [81] to compute this loss.

For delighting, We jointly train the albedo and normal
net by optimizing:

norm?

Laectight = LRporm + LRory + LPu, &)
For the relighting stage, the totally loss can be written as:
Lretight = LRyere + LProiis LA (6)

4. Data and Implementation Details

Data Preparation. Following [36, 45, 61], we use light
stage captures [13] to render high quality datasets. Our
light stage is structurally similar to [36, 61], which con-
sists of 160 programmable LED lights and 4 frontal-view
cameras. The light stage captures contain 69 subjects pho-
tographed with different poses, expressions and accessories,
resulting in total 931 OLAT sequences. We reserve 15
subjects with different genders and races for testing. Fol-
lowing [45], we use the image captured with flat omnidi-
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Table 1. Quantitative evaluations against free-view relighting
methods.

Table 2. Quantitative evaluations against 2D relighting methods.

Methods | LPIPS| NIQE] | Degt | PSNRT SSIMf
Methods [LPIPS| NIQE|[ Deg? [PSNRT SSIM?T TR [45] | 0.1997 7.012 | 0.7638 | 19.58  0.6515
NeRFFaceLighting [28]] 0.2179 8.132 [0.6953] 19.40 0.7214 Ours 0.0981  6.195 | 0.8793 | 26.17  0.8544

FaceLit [48] 0.1542 8.017 |0.7821| 20.86 0.7281

Ours 0.0917 5.273 |0.8978| 27.35 0.8511

rectional lighting (i.e. all lights turned on) as ground-truth
albedo and use photometric stereo [72] to calculate normals.

To create a high-quality training dataset, we collect 671
real environment maps from PloyHeaven [21]. We ran-
domly select a subset of 500 environment maps for train-
ing and use the rest for testing. We augment lighting by
randomly rotating the environment map and further include
the original OLAT images into the training dataset, which
results in a total of 520K images. We randomly pair testing
OLAT sequence and environment maps to create test sets.
More details can be found in the supplemental file.

Training Details. For training, we group 8 faces crops of
size 512 x 512 as one batch. All networks are optimized
with Adam [32] with a learning rate of 1e—5. We joint train
the albedo and normal net for 5 epochs, and train the relight-
ing net for 10 epochs. The volume rendering resolution is
set to 64 x64. We adopt pre-trained EG3D and finetune their
super-resolution network on our dataset. We freeze the tri-
plane generator G,; throughout the training. The proposed
model is implemented using PyTorch and trained on 8§ A100
GPUs. More details can be found in the supplement.

5. Experiments

In this section, we demonstrate the relighting quality and
control capability of Holo-Relighting through extensive ex-
periments. More results can be found in the supplemental
file.

Evaluation Metrics. We follow [36] and report
LPIPS [86] and NIQE [83] for perceptual quality and
PSNR and SSIM [70] for fidelity. We also report identity
metrics Deg (cosine similarity between LightCNN [73]
features) to measure identity preservation. All metrics are
calculated on the foreground subject with pre-computed
masks using [31].

5.1. Comparisons with State-of-the-art Methods

We compare Holo-Relighting with state-of-the-art free-
view relighting methods FaceLit [48], and NeRFFaceLight-
ing [28]. In addition, as Holo-Relighting also supports con-
ventional 2D portrait relighting by rendering to the input
pose, we further show its effectiveness by comparing it
with the state-of-the-art 2D relighting method Total Relight-
ing [45](TR). For both experiments, we perform qualitative
evaluations on in-the-wild images, and quantitative & qual-
itative evaluations on our test set.

5.1.1 Free-view Portrait Relighting.

To evaluate the performance on both view-synthesis and
relighting, we compare our method with two state-of-the-
art works: FaceLit [48] and NeRFFaceLighting [28]. For
both methods, we follow their papers to estimate Spheri-
cal Harmonics coefficients from a reference image as target
lighting (by adopting lighting estimator from [15] and [89]
respectively). The reference image is rendered with envi-
ronment maps and OLAT data [11] throughout our experi-
ments. To perform relighting on an input image, we use [75]
to perform inversion for FaceLit [48] as it does not have a
native inversion module. For a fair comparison, we fix the
head pose to frontal in our system throughout the evaluation
to accommodate the setting in [48] and [28].

Qualitative results on in-the-wild images. We demon-
strate the generalization capability of Holo-Relighting by
performing relighting on in-the-wild portrait images, as
shown in Figure 4. Since there is no ground truth, we pro-
vide a reference image rendered with the target environment
map in the last column for perceptual comparison. Holo-
Relighting generates the most convincing results, among all
methods, with realistic shading and specularity. It is also
robust to various lighting conditions, producing lighting ef-
fects that closely matches the reference images. In contrast,
the results from NeRFFaceLighting and FaceLit contain vi-
sual artifacts and cannot fully reproduce the lighting effects.

Quantitative and qualitative results on OLAT test set.
For quantitative evaluation, we create a test dataset of 235
images using OLAT data (frontal head pose) and sampled
environment maps. Quantitative results are reported in Ta-
ble 1. Our method consistently achieves the best perceptual
quality, fidelity, and identity preservation quality. We report
qualitative results in Figure 5. Given an input and a tar-
get lighting, our results match the target image most closely
with faithful lighting effect and superior visual quality.

5.1.2 2D portrait relighting.

We compare Holo-Relighting with the state-of-the-art re-
lighting method Total Relighting [45] (TR) on 2D portrait
relighting. Total relighting is an image-to-image based sys-
tem trained with OLAT data, and therefore does not allow
view synthesis.

Qualitative results on in-the-wild images. We report vi-
sual comparison results in Figure 6. Our method produces
photo-realistic diffuse and high-frequency specular reflec-
tions and robustly handles diverse subjects and illumination.
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Input NeRFFaceLighting

FaceLit Ours

Reference

Figure 4. Visual comparisons of free-view relighting on in-the-wild portraits. Environment maps are shown as insets. We provide a
reference image (last column) rendered using OLAT subject with the target lighting as guidance for comparison.

Input NeRFFaceLighting ~ FaceLit Ours Target

Figure 5. Visual comparisons against free-view relighting
methods on test set. Our method produces more faithful target
lighting effects.

Compared to TR [45], our method produces lighting effects
that are more similar to the corresponding reference images.

Quantitative and qualitative results on OLAT test set.
We create a test set of 940 images using OLAT data. From
Figure 7, we can see that our method produces more faithful
renderings than TR. As shown in Table 2, our method also
yields better quantitative results.

5.2. Controllability

We demonstrate the flexible controllability of Holo-
Relighting by illuminating an in-the-wild portrait photo
under a single directional light source. Using just one light

"The original image can be found in the supplemental file.

Input Ours Reference
Figure 6. Visual comparisons of 2D portrait relighting on in-
the-wild images. We provide a reference image rendered using

OLAT subject and target lighting as guidance for comparsion.

source can effectively highlight intricate lighting effects
such as specular highlights and cast shadows and showcase
sophisticated light transport phenomena, which are crucial
components for photorealism. Please refer to the supple-
mental video for more examples.

Lighting Control. Holo-Relighting can generate realis-
tic cast shadows and specular highlights from a single light
source, as shown in the first column of Figure 8. By soften-
ing the light source through blurring the environment map,
the network can generate realistic shadow diffusion (soften-
ing) effects on the face. As shown in Figure 9-(a), Holo-
Relighting produces consistent moving shadows and specu-
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Figure 7. Visual comparisons of 2D portrait relighting on test
set. Our method produces on-par or better results than Total Re-
lighting [45] (TR).

3
1

Figure 8. Illustration of lighting control using a single light
source. Our method produces realistic cast shadows and specular
reflection. Important applications such as shadow diffusion (soft-
ening) can be easily achieved with Holo-Relighting.

lar reflections with a rotating light source.

Viewpoint Control. In addition to the view synthesis re-
sults shown in Figure 1, we further demonstrate our view
control capability through the consistent lighting effect in
Figure 9-(b): we can generate consistent cast shadows (e.g.
under noise) and specular highlights (e.g. on the forehead
and cheek) across different views.

Pose Control. = We demonstrate our unique support for
head pose control in Figure 9-(c). By comparing it with
images of the same column in Figure 9-(b), one can see
that Holo-Relighting synthesizes realistic moving highlights
(e.g. on the forehead) and cast shadows (e.g. under the
noise) with head rotation.

5.3. Ablation Study

We conduct ablation study on two proposed data-rendering
methods: (1) Multi-view GAN Inversion and (2) Shading
Transfer (ST). We report quantitative results in Table 3. We
can conclude that (1) multi-view inversion significantly im-

- (c) Head pose control
Figure 9. Illustration of controllability using a single light
source. Our method produces consistent shadows and specular
highlights with respect to a rotating (a) light source, (b) camera
pose and (c) head pose.

Table 3. Ablation study on proposed data-rendering strategies.

Methods [LPIPS] NIQE] [ Deg.t [PSNRT SSIM?t
Single-view 0.1443 7381 [0.8142] 23.57 0.7845
w/o ST 0.1382  7.143 |0.8387 | 24.03 0.7840

Holo-Relighting | 0.0997 6.330 | 0.8735| 25.89 0.8479

proves the visual quality of the result compared to vanilla
single-view inversion during the training phase; (2) shading
transfer helps to align the appearance of the target image
with that encoded in GAN features and further improve the
performance of Holo-Relighting. More details and qualita-
tive results can be found in the supplemental material.

6. Conclusion

In this work, we propose Holo-Relighting, a novel volumet-
ric relighting method that is capable of synthesizing ren-
derings under novel viewpoints and novel lighting from a
single input image. Holo-Relighting leverages the 3D repre-
sentations from the pretrained 3D-aware GAN (EG3D) and
predicts a lighting and pose-aware 3D representation (tri-
plane features), from which a portrait image with control-
lable lighting, head pose, and viewpoint can be produced
using volume rendering. We demonstrate the high con-
trollability and state-of-the-art relighting quality of Holo-
Relighting through extensive experiments. Discussion of
limitations can be found in the supplemental file.
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