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Figure 1. Given random noises or guided texts, our generative scheme can synthesize high-fidelity 3D human avatars that are visually
realistic and geometrically accurate. These avatars can be seamlessly animated and easily edited. Our model is trained on 2D synthetic
data without directly relying on any pre-existing 3D or 2D collections.

Abstract

We present En3D, an enhanced generative scheme for
sculpting high-quality 3D human avatars. Unlike previous
works that rely on scarce 3D datasets or limited 2D collec-
tions with imbalanced viewing angles and imprecise pose
priors, our approach aims to develop a zero-shot 3D gen-
erative scheme capable of producing visually realistic, ge-
ometrically accurate and content-wise diverse 3D humans
without directly relying on pre-existing 3D or 2D assets. To
address this challenge, we introduce a meticulously crafted
workflow that implements accurate physical modeling to
learn the enhanced 3D generative model from synthetic 2D
data. During inference, we integrate optimization modules
to bridge the gap between realistic appearances and coarse
3D shapes. Specifically, En3D comprises three modules: a
3D generator that accurately models generalizable 3D hu-
mans with realistic appearance from synthesized balanced,
diverse, and structured human images; a geometry sculptor

that enhances shape quality using multi-view normal con-
straints for intricate human structure; and a texturing mod-
ule that disentangles explicit texture maps with fidelity and
editability, leveraging semantical UV partitioning and a dif-
ferentiable rasterizer. Experimental results show that our
approach significantly outperforms prior works in terms of
image quality, geometry accuracy and content diversity. We
also showcase the applicability of our generated avatars for
animation and editing, as well as the scalability of our ap-
proach for content-style free adaptation.

1. Introduction
3D human avatars play an important role in various appli-
cations of AR/VR such as video games, telepresence and
virtual try-on. Realistic human modeling is an essential
task, and many valuable efforts have been made by lever-
aging neural implicit fields to learn high-quality articulated
avatars [8, 10, 41, 48]. However, these methods are directly
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learned from monocular videos or image sequences, where
subjects are single individuals wearing specific garments,
thus limiting their scalability.

Generative models learn a shared 3D representation to
synthesize clothed humans with varying identities, clothing
and poses. Traditional methods are typically trained on 3D
datasets, which are limited and expensive to acquire. This
data scarcity limits the model’s generalization ability and
may lead to overfitting on small datasets. Recently, 3D-
aware image synthesis methods [5, 18, 37] have demon-
strated great potential in learning 3D generative models of
rigid objects from 2D image collections. Follow-up works
show the feasibility of learning articulated humans from im-
age collections driven by SMPL-based deformations, but
only in limited quality and resolution. EVA3D [15] repre-
sents humans as a composition of multiple parts with NeRF
representations. AG3D [9] incorporates an efficient articu-
lation module to capture both body shape and cloth defor-
mation. Nevertheless, there remains a noticeable gap be-
tween generated and real humans in terms of appearance
and geometry. Moreover, their results are limited to specific
views (i.e., frontal angles) and lack diversity (i.e., fashion
images in similar skin tone, body shape, and age).

The aim of this paper is to propose a zero-shot 3D gener-
ative scheme that does not directly rely on any pre-existing
3D or 2D datasets, yet is capable of producing high-quality
3D humans that are visually realistic, geometrically accu-
rate, and content-wise diverse. The generated avatars can
be seamlessly animated and easily edited. An illustration
is provided in Figure 1. To address this challenging task,
our proposed method inherits from 3D-aware human image
synthesis and exhibits substantial distinctions based on sev-
eral key insights. Rethinking the nature of 3D-aware gener-
ative methods from 2D collections [5, 9, 15], they actually
try to learn a generalizable and deformable 3D represen-
tation, whose 2D projections can meet the distribution of
human images in corresponding views. Thereby, it is cru-
cial for accurate physical modeling between 3D objects and
2D projections. However, previous works typically leverage
pre-existing 2D human images to estimate physical parame-
ters (i.e., camera and body poses), which are inaccurate be-
cause of imprecise SMPL priors for highly-articulated hu-
mans. This inaccuracy limits the synthesis ability for real-
istic multi-view renderings. Second, these methods solely
rely on discriminating 2D renderings, which is ambiguous
and loose to capture inherent 3D shapes in detail, especially
for intricate human appearance.

To address these limitations, we propose a novel gen-
erative scheme with two core designs. Firstly, we intro-
duce a meticulously-crafted workflow that implements ac-
curate physical modeling to learn an enhanced 3D gener-
ative model from synthetic data. This is achieved by in-
stantiating a 3D body scene and projecting the underlying

3D skeletons into 2D pose images using explicit camera
parameters. These 2D pose images act as conditions to
control a 2D diffusion model, synthesizing realistic human
images from specific viewpoints. By leveraging synthetic
view-balanced, diverse and structured human images, along
with known physical parameters, we employ a 3D genera-
tor equipped with an enhanced renderer and discriminator
to learn realistic appearance modeling. Secondly, we im-
prove the 3D shape quality by leveraging the gap between
high-quality multi-view renderings and the coarse mesh
produced by the 3D generative module. Specifically, we
integrate an optimization module that utilizes multi-view
normal constraints to rapidly refine geometry details under
supervision. Additionally, we incorporate an explicit textur-
ing module to ensure faithful UV texture maps. In contrast
to previous works that rely on inaccurate physical settings
and inadequate shape supervision, we rebuild the generative
scheme from the ground up, resulting in comprehensive im-
provements in image quality, geometry accuracy, and con-
tent diversity. In summary, our contributions are threefold:
• We present a zero-shot generative scheme that efficiently

synthesizes high-quality 3D human avatars with visual re-
alism, geometric accuracy and content diversity. These
avatars can be seamlessly animated and easily edited, of-
fering greater flexibility in their applications.

• We develop a meticulously-crafted workflow to learn an
enhanced generative model from synthesized human im-
ages that are balanced, diverse, and also possess known
physical parameters. This leads to diverse 3D-aware hu-
man image synthesis with realistic appearance.

• We propose to integrate optimization modules into the
3D generator, leveraging multi-view guidance to enhance
both shape quality and texture fidelity, thus achieving re-
alistic 3D human assets.

2. Related work
3D Human Modeling. Parametric models [3, 19, 20, 29,
38] serve as a common representation for 3D human model-
ing, they allows for robust control by deforming a template
mesh with a series of low-dimensional parameters, but can
only generate naked 3D humans. Similar ideas have been
extended to model clothed humans [2, 31], but geometric
expressivity is restricted due to the fixed mesh topology.
Subsequent works [6, 39, 39] further introduce implicit sur-
faces to produce complex non-linear deformations of 3D
bodies. Unfortunately, the aforementioned approaches all
require 3D scans of various human poses for model fitting,
which are difficult to acquire. With the explosion of NeRF,
valuable efforts have been made towards combining NeRF
models with explicit human models [8, 10, 28, 41, 48]. Neu-
ral body [41] anchors a set of latent codes to the vertices of
the SMPL model [29] and transforms the spatial locations
of the codes to the volume in the observation space. Human-
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Figure 2. An overview of the proposed scheme, which consists of three modules: 3D generative modeling (3DGM), geometric sculpting
(GS), and explicit texturing (ET). 3DGM employs synthesized diverse, balanced and structured human images with accurate camera
parameters ϕ to learn generalizable 3D humans with the triplane-based architecture. GS is integrated as an optimization module by
utilizing multi-view normal constraints to refine and carve geometry details. ET utilizes UV partitioning and a differentiable rasterizer to
disentangle explicit UV texture maps. Not only multi-view renderings but also realistic 3D models can be acquired finally by our method.

NeRF [48] optimizes for a canonical, volumetric T-pose of
the human with a motion field to map the non-rigid trans-
formations. Text to 3D humans [16, 24] are introduced by
combining SDS loss [42] with diffusion guidance. Never-
theless, these methods are learned directly from image se-
quences or guided by single text prompts, where subjects
are fitting to single scenes, thus limiting their scalability.

Generative 3D-aware Image Synthesis. Recently, 3D-
aware image synthesis methods have lifted image gen-
eration with explicit view control by integrating the 2D
generative models [21–23] with 3D representations, such
as voxels [13, 34, 35, 49], meshes [27, 47] and points
clouds [1, 26]. GRAF [46] and π-GAN[4] firstly integrate
the implicit representation networks, i.e., NeRF [33], with
differentiable volumetric rendering for 3D scene genera-
tion. However, they have difficulties in training on high-
resolution images due to the costly rendering process. Sub-
sequent works have sought to improve the efficiency and
quality of such NeRF-based GANs, either by adopting a
two-stage rendering process [5, 12, 36, 37, 51] or a smart
sampling strategy [7, 55]. StyleSDF [37] combines a SDF-
based volume renderer and a 2D StyleGAN network [22]
for photorealistic image generation. EG3D [5] introduces
a superior triplane representation to leverage 2D CNN-
based feature generators for efficient generalization over 3D
spaces. Although these methods demonstrate impressive
quality in view-consistent image synthesis, they are limited
to simplified rigid objects such as faces, cats and cars.

To learn highly articulated humans from unstructured 2D
images, recent works [9, 11, 15, 17, 52, 53] integrate the
deformation field to learn non-rigid deformations based on
the body prior of estimated SMPL parameters. EVA3D [15]

represents humans as a composition of multiple parts with
NeRF representations. Instead of directly rendering the im-
age from a 3D representation, 3DHumanGAN [52] uses an
equivariant 2D generator modulated by 3D human body
prior, which enables to establish one-to-many mapping
from 3D geometry to synthesized textures from 2D images.
AG3D [9] combines the 3D generator with an efficient ar-
ticulation module to warp 3D objects from canonical space
to posed space via a learned continuous deformation field.
However, a gap still exists between the generated and real
humans in terms of appearance, due to the imprecise priors
from complex poses as well as the data biases from limited
human poses and imbalanced viewing angles in the dataset.

3. Method Description

Our goal is to develop a zero-shot 3D generative scheme
that does not directly rely on any pre-existing 3D or 2D col-
lections, yet is capable of producing high-quality 3D hu-
mans that are visually realistic, geometrically accurate and
content-wise diverse to generalize to arbitrary humans.

An overview of the proposed scheme is illustrated in
Figure 2. We build a sequential pipeline with the follow-
ing three modules: 3D generative modeling (3DGM), ge-
ometric sculpting (GS), and explicit texturing (ET). The
first module synthesizes view-balanced, structured and di-
verse human images with known camera parameters. Sub-
sequently, it learns a 3D generative model from these syn-
thetic data, focusing on realistic appearance modeling (Sec-
tion 3.1). To overcome the inaccuracy of the 3D shape, the
GS module is incorporated during the inference process.
It optimizes a hybrid representation with multi-view nor-
mal constraints to carve intricate mesh details (Section 3.2).
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Additionally, the ET module is employed to disentangle ex-
plicit texture by utilizing semantical UV partitioning and a
differentiable rasterizer (Section 3.3). By combining these
modules, we are able to synthesize high-quality and faith-
ful 3D human avatars by incorporating random noises or
guided texts/images (Section 3.4).

3.1. 3D generative modeling

Without any 3D or 2D collections, we develop a synthesis-
based flow to learn a 3D generative module from 2D syn-
thetic data. We start by instantiating a 3D scene through
the projection of underlying 3D skeletons onto 2D pose im-
ages, utilizing accurate physical parameters (i.e., camera
parameters). Subsequently, the projected 2D pose images
serve as conditions to control the 2D diffusion model [54]
for synthesizing view-balanced, diverse, and lifelike human
images. Finally, we employ a triplane-based generator with
enhanced designs to learn a generalizable 3D representation
from the synthetic data. Details are described as follows.
3D instantiation. Starting with a template body mesh (e.g.,
SMPL-X [40]) positioned and posed in canonical space, we
estimate the 3D joint locations P3d by regressing them from
interpolated vertices. We then project P3d onto 2D poses
Pi, i = 1, . . . , k from K horizontally uniformly sampled
viewpoints ϕ. In this way, paired 2D pose images and their
corresponding camera parameters {Pi, ϕi} are formulated.
Controlled 2D image synthesis. With the pose image Pi,
we feed it into off-the-shelf ControlNet [54] as the pose con-
dition to guide diffusion models [44] to synthesize human
images in desired poses (i.e., views). The text prompt T is
also used for diverse contents. Given a prompt T , instead
of generating a human image Is : Is = C(Pi, T ) indepen-
dently for each viewϕi, we horizontally concatenateK pose
images Pi ∈ RH×W×3, resulting in P ′i ∈ RH×KW×3 and
feed P ′i to C, along with a prompt hint of ‘multi-view’ in T .
In this way, multi-view human images I ′s are synthesized
with roughly coherent appearance. We split I ′s to single
view images Iϕ under specific views ϕ. This concatenation
strategy facilitates the convergence of distributions in syn-
thetic multi-views, thus easing the learning of common 3D
representation meeting multi-view characteristics.
Generalizable 3D representation learning. With syn-
thetic data of paired {Iϕ, ϕ}, we learn the 3D generative
module G3d from them to produce diverse 3D-aware human
images with realistic appearance. Inspired by EG3D [5],
we employ a triplane-based generator to produce a gener-
alizable representation T and introduce a patch-composed
neural renderer to learn intricate human representation ef-
ficiently. Specifically, instead of uniformly sampling 2D
pixels on the image I, we decompose patches in the ROI
region including human bodies, and only emit rays towards
pixels in these patches. The rays are rendered into RGB
color with opacity values via volume rendering. Based on

the decomposed rule, we decode rendered colors to mul-
tiple patches and re-combine these patches for full feature
images. In this way, the representation is composed of ef-
fective human body parts, which directs the attention of the
networks towards the human subject itself. This design fa-
cilitates fine-grained local human learning while maintain-
ing computational efficiency.

For the training process, we employ two discriminators,
one for RGB images and another for silhouettes, which
yields better disentanglement of foreground objects with
global geometry. The training loss for this module L3d con-
sists of the two adversarial terms:

L3d = Ladv(Drgb,G3d) + λsLadv(Dmask,G3d), (1)

where λs denotes the weight of silhouette item. Ladv is
computed by the non-saturating GAN loss with R1 regular-
ization [32].

With the trained G3d, we can synthesize 3D-aware hu-
man images Iϕg with view control, and extract coarse 3D
shapesMc from the density field of neural renderer using
the Marching Cubes algorithm [30].

3.2. Geometric sculpting

Our 3D generative module can produce high-quality and
3D-consistent human images in view controls. However,
its training solely relies on discriminations made using 2D
renderings, which can result in inaccuracies in capturing
the inherent geometry, especially for complex human bod-
ies. Therefore, we integrate the geometric sculpting, an op-
timization module leveraging geometric information from
high-quality multi-views to carve surface details. Com-
bined with a hybrid 3D representation and a differentiable
rasterizer, it can rapidly enhance the shape quality within
seconds.
DMTET adaption. Owing to the expressive ability of ar-
bitrary topologies and computational efficiency with direct
shape optimization, we employ DMTET as our 3D repre-
sentation in this module and adapt it to the coarse meshMc

via an initial fitting procedure. Specifically, we parameter-
ize DMTET as an MLP network Ψg that learns to predict
the SDF value s(vi) and the position offset δvi for each ver-
tex vi ∈ V T of the tetrahedral grid (V T, T ). A point set
P = {pi ∈ R3} is randomly sampled near Mc and their
SDF values SDF (pi) can be pre-computed. We adapt the
parameters ψ of Ψg by fitting it to the SDF ofMc:

Lada =
∑
pi∈P

||s(pi;ψ)− SDF (pi)||2. (2)

Geometry refinement. Using the adapted DMTET, we
leverage the highly-detailed normal maps N derived from
realistic multi-view images as a guidance to refine local sur-
faces. To obtain the pseudo-GT normals Nϕ, we extract
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them from Iϕg using a pre-trained normal estimator [50].
For the rendered normals N̂ϕ, we extract the triangular
mesh Mtri from (V T, T ) using the Marching Tetrahedra
(MT) layer in our current DMTET. By rendering the gener-
ated meshMtri with differentiable rasterization, we obtain
the resulting normal map N̂ϕ. To ensure holistic surface
polishing that takes into account multi-view normals, we
randomly sample camera poses ϕ that are uniformly dis-
tributed in space. We optimize the parameters of Ψg using
the normal loss, which is defined as:

Lnorm = ||N̂ϕ −Nϕ||2. (3)

After rapid optimization, the final triangular meshMtri

can be easily extracted from the MT layer. If the hands ex-
hibit noise, they can be optionally replaced with cleaner ge-
ometry hands from SMPL-X, benefiting from the alignment
of the generated body in canonical space with the underly-
ing template body.

3.3. Explicit texturing

With the final mesh, the explicit texturing module aims to
disentangle a UV texture map from multi-view renderings
Iϕg . This intuitive module not only facilitates the incorpora-
tion of high-fidelity textures but also enables various editing
applications, as verified in Section 4.4.

Given the polished triangular mesh Mtri and multi-
views Iϕg , we model the explicit texture map Tuv ofMtri

with a semantic UV partition and optimize Tuv using a dif-
ferentiable rasterizer R [25]. Specifically, leveraging the
canonical properties of synthesized bodies, we semantically
split Mtri into γ components and rotate each component
vertically, thus enabling effective UV projection for each
component with cylinder unwarping. We then combine the
texture partitions together for the full texture Tuv . We opti-
mize Tuv from a randomly initialized scratch using the tex-
ture loss, which consists of a multi-view reconstruction term
and a total-variation (tv) term:

Ltex = Lrec + λtvLtv, (4)

where λtv denotes the weight of the tv loss.
Multi-view guidance. To ensure comprehensive texturing
in the 3D space, we render the color images R(Mtri, ϕ)
and silhouettes S usingR and optimize Tuv utilizing multi-
view weighted guidance. Their pixel-alignment distances
to the original multi-view renderings Iϕg are defined as the
reconstruction loss:

Lrec =
∑
ϕ∈Ω

wϕ||R(Mtri, ϕ) · S − Iϕg · S||2, (5)

where Ω is the set of viewpoints {ϕi, i = 1, ..., k} and wϕ

denotes weights of different views. wϕ equals to 1.0 for
ϕ ∈ {front, back} and 0.2 otherwise.

Figure 3. The visualized flowchart of our method that synthesize
textured 3D human avatars from input noises, texts or images.

Smooth constraint. To avoid abrupt variations and smooth
the generated texture Tuv , we utilize the total-variation loss
Ltv which is computed by:

Ltv =
1

h× w × c
||∇x(Tuv) +∇y(Tuv)||, (6)

where x and y denote horizontal and vertical directions.

3.4. Inference

Built upon the above modules, we can generate high-quality
3D human avatars from either random noises or guided in-
puts such as texts or images. The flowchart for this process
is shown in Figure 3. For input noises, we can easily ob-
tain the final results by sequentially using the 3DGM, GS
and ET modules. For text-guided synthesis, we first convert
the text into a structured image using our controlled diffu-
sion C, and then inverse it to the latent space using PTI [43].
Specially, the GS and ET modules provide an interface that
accurately reflects viewed modifications in the final 3D ob-
jects. As a result, we utilize the guided image to replace
the corresponding view image, which results in improved
fidelity in terms of geometry and texture. The same process
is applied for input images as guided images.

4. Experimental Results
Implementation details. Our process begins by training
the 3D generative module (3DGM) on synthetic data. Dur-
ing inference, we integrate the geometric sculpting (GS)
and explicit texturing (ET) as optimization modules. For
3DGM, we normalize the template body to the (0, 1) space
and place its center at the origin of the world coordinate sys-
tem. We sample 7(K = 7) viewpoints uniformly from the
horizontal plane, ranging from 0◦ to 180◦ (front to back),
with a camera radius of 2.7. For each viewpoint, we gen-
erate 100K images using the corresponding pose image.
To ensure diverse synthesis, we use detailed descriptions of
age, gender, ethnicity, hairstyle, facial features, and cloth-
ing, leveraging a vast word bank. To cover 360◦ views, we
horizontally flip the synthesized images and obtain 1.4 mil-
lion human images at a resolution of 5122 in total. We train
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Figure 4. Results of synthesized 3D human avatars at 5122.

the 3DGM for about 2.5M iterations with a batch size of 32,
using two discriminators with a learning rate of 0.002 and a
generator learning rate of 0.0025. The training takes 8 days
using 8 NVIDIA Tesla-V100 GPUs. For GS, we optimize
ψ for 400 iterations for DMTET adaption and 100 iterations
for surface carving (taking about 15s in total on 1 NVIDIA
RTX 3090 GPU). For ET, we set λuv = 1 and optimize
Tuv for 500 iterations (around 10 seconds). We splitMtri

into 5(γ = 5) body parts (i.e., trunk, left/right arm/leg) with
cylinder UV unwarping. We use the Adam optimizer with
learning rates of 0.01 and 0.001 for Ψg and Tuv , respec-
tively. Detailed network architectures can be found in the
supplemental materials (Suppl).

4.1. 3D human generation

Figure 4 showcases several 3D human avatars synthesized
by our pipeline, highlighting the image quality, geometry
accuracy, and diverse outputs achieved through our method.
Additionally, we explore the interpolation of the latent con-
ditions to yield smooth transitions in appearance, leveraging
the smooth latent space learned by our generative model.
For more synthesized examples and interpolation results,

please refer to the Suppl.

4.2. Comparisons

Qualitative comparison. In Figure 5, we compare our
method with three baselines: EVA3D [15] and AG3D [9],
which are state-of-the-art methods for generating 3D hu-
mans from 2D images, and EG3D [5], which serves as the
foundational backbone of our method. The results of first
two methods are produced by directly using source codes
and trained models released by authors. We train EG3D
using our synthetic images with estimated cameras from
scratch. As we can see, EVA3D fails to produce 360◦ hu-
mans with reasonable back inferring. AG3D and EG3D are
able to generate 360◦ renderings but both struggle with pho-
torealism and capturing detailed shapes. Our method syn-
thesizes not only higher-quality, view-consistent 360◦ im-
ages but also higher-fidelity 3D geometry with intricate de-
tails, such as irregular dresses and haircuts.
Quantitative comparison. Table 1 provides quantitative
results comparing our method against the baselines. We
measure image quality with Frechet Inception Distance
(FID) [14] and Inception Score [45] for 360◦ views (IS-
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Figure 5. Qualitative comparison with three state-of-the-art methods: EVA3D [15], AG3D [9] and EG3D [5].

Table 1. Quantitative evaluation using FID, IS-360, normal accu-
racy (Normal) and identity consistency (ID).

Method FID ↓ IS-360 ↑ Normal ↓ ID↑

EVA3D [15] 15.91 3.19 30.81 0.72
AG3D [9] 10.93 3.28 20.83 0.69

EVA3D-syn 6.27 3.25 9.57 0.72
AG3D-syn 8.93 3.22 8.64 0.71
EG3D [5] 7.48 3.26 12.74 0.71

Ours 2.73 3.43 5.62 0.74

360). FID measures the visual similarity and distribution
discrepancy between 50k generated images and all real im-
ages. IS-360 focuses on the self-realism of generated im-
ages in 360◦ views. For shape evaluation, we compute FID
between rendered normals and pseudo-GT normal maps
(Normal), following AG3D. The FID and Normal scores
of EVA3D and AG3D are directly fetched from their re-
ports. Additionally, we access the multi-view facial iden-
tity consistency using the ID metric introduced by EG3D.
For a clearer comparison, we also provide metric results
of EVA3D and AG3D trained on our synthetic data (-syn).
Overall, our method demonstrates significant improvements
in FID and Normal, bringing the generative human model
to a new level of realistic 360◦ renderings with delicate ge-

Table 2. Results of models trained by replacing physical pa-
rameters with estimated ones (w/o SYN-P) or removing patch-
composed rendering (w/o PCR).

Ours Ours-w/o SYN-P Ours-w/o PCR

FID ↓ 2.73 4.28 3.26
IS-360 ↑ 3.43 3.31 3.35

ometry while maintaining state-of-the-art view consistency.

4.3. Ablation study

Synthesis flow and patch-composed rendering. We as-
sess the impact of our carefully designed synthesis flow by
training a model with synthetic images but with camera and
pose parameters estimated by SMPLify-X [40] (w/o SYN-
P). As Table 2 shows, the model w/o SYN-P results in worse
FID and IS-360 scores, indicating that the synthesis flow
contributes to more accurate physical parameters for real-
istic appearance modeling. By utilizing patch-composed
rendering (PCR), the networks focus more on the human
region, leading to more realistic results.
Geometry sculpting module (GS). We demonstrate the
importance of this module by visualizing the meshes before
and after its implementation. Figure 6 (b) shows that the
preceding module yields a coarse mesh due to the complex
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Figure 6. Effects of the GS module to carve fine-grained surfaces.

Figure 7. Effects of the ET module for guided synthesis.

human anatomy and the challenges posed by decomposing
ambiguous 3D shapes from 2D images. The GS module uti-
lizes high-quality multi-view outputs and employs a more
flexible hybrid representation to create expressive humans
with arbitrary topologies. It learns from pixel-level surface
supervision, leading to a significant improvement in shape
quality, characterized by smooth surfaces and intricate out-
fits (Figure 6 (c)).
Explicit texturing module (ET). This intuitive module not
only extracts the explicit UV texture for complete 3D assets
but also enables high-fidelity results for image guided syn-
thesis. Following the flowchart in Figure 3, we compare
the results produced with and without this module. Our
method without ET directly generates implicit renderings
through PTI inversion, as shown in Figure 7 (b). While it
successfully preserves global identity, it struggles to synthe-
size highly faithful local textures (e.g., floral patterns). The
ET module offers a convenient and efficient way to directly
interact with the 3D representation, enabling the production
of high-fidelity 3D humans with more consistent content in-
cluding exquisite local patterns (Figure 7 (a, c)).

4.4. Applications

Avatar animation. All avatars produced by our method are
in a canonical body pose and aligned to an underlying 3D
skeleton extracted from SMPL-X. This alignment allows
for easy animation and the generation of motion videos, as
demonstrated in Figure 1 and Suppl.
Texture doodle and local editing. Our approach bene-
fits from the explicit disentanglement of geometry and tex-
ture, enabling flexible editing capabilities. Following the
flowchart of text or image guided synthesis (Section 3.4),

Figure 8. Results synthesized by adapting our method to various
styles (e.g., Disney cartoon characters) or contents (e.g., portrait
heads).

users can paint any pattern or add text to a guided image.
These modifications can be transferred to 3D human models
by inputting modified views into the texture module (e.g.,
painting the text ’hey’ on a jacket as shown in Figure 1 (d)).
Our approach also allows for clothing editing by simulta-
neously injecting edited guide images with desired clothing
into the GS and ET modules (e.g., changing a jacket and
jeans to bodysuits in Figure 1 (e)). More results can be
found in Suppl.
Content-style free adaption. Our proposed scheme is
versatile and can be extended to generate various types of
contents (e.g., portrait heads ) and styles (e.g., Disney car-
toon characters). To achieve this, we fine-tune our model
using synthetic images from these domains, allowing for
flexible adaptation. We showcase the results in Figure 8.
More results and other discussions (e.g., limitations, nega-
tive impact, etc.) can be found in the Suppl.

5. Conclusion

We introduced En3D, a novel generative scheme for sculpt-
ing 3D humans from 2D synthetic data. This method over-
comes limitations in existing 3D or 2D collections and sig-
nificantly enhances the image quality, geometry accuracy,
and content diversity of generated 3D humans. En3D com-
prises a 3D generative module that learns generalizable 3D
humans from synthetic 2D data with accurate physical mod-
eling, and two optimization modules to carve intricate shape
details and disentangle explicit UV textures with high fi-
delity, respectively. Experimental results validated the su-
periority and effectiveness of our method. We also demon-
stated the flexibility of our generated avatars for animation
and editing, as well as the scalability of our approach for
synthesizing portraits and Disney characters. We believe
that our solution could provide invaluable human assets for
the 3D vision community. Furthermore, it holds potential
for use in common 3D object synthesis tasks.
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