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Abstract @ Q— Black-box end-to-end model — A
VvV — (difficult to interpret)
This paper addresses the task of video question answer-
ing (videoQA) via a decomposed multi-stage, modular rea- (b) .
soning framework. Previous modular methods have shown Asingle, large, complex prompt LV
promise with a single planning stage ungrounded in visual ¥
content. However, through a simple and effective base- Q— LM — Asingle, large, complex program A

line, we find that such systems can lead to brittle behav-
ior in practice for challenging videoQA settings. Thus,
unlike traditional single-stage planning methods, we pro-
pose a multi-stage system consisting of an event parser, a
grounding stage, and a final reasoning stage in conjunction
with an external memory. All stages are training-free, and
performed using few-shot prompting of large models, cre-
ating interpretable intermediate outputs at each stage. By
decomposing the underlying planning and task complexity,
our method, MoReVQA, improves over prior work on stan-
dard videoQA benchmarks (NExT-QA, iVQA, EgoSchema,
ActivityNet-QA) with state-of-the-art results, and extensions
to related tasks (grounded videoQA, paragraph captioning).

1. Introduction

The predominant approach for solving video understanding
tasks such as video question answering (videoQA) has long
been end-to-end networks [1, 6, 7, 38, 42, 43]. A major
challenge with such methods, however, is their black-box
nature — leading to a lack of interpretability and composi-
tional generalization. For videos in particular, an impor-
tant desired capability is the ability to understand events at
different temporal scales, which is challenging for existing
end-to-end vision-language models (VLMs) that typically
see only a few frames [6, 7, 42]. This has led to a recent in-
terest in modular or programmatic approaches [22, 39, 40]
to solve such problems, particularly leveraging the suc-
cess of large language models (LLMs) [10, 41, 63] which
have shown impressive reasoning and planning capabilities.
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Figure 1. MoReVQA: a new multi-stage, modular reasoning
model for videoQA. Prior work relies on either (a) black-box end-
to-end models that are difficult to interpret, or (b) modular systems
where an interpretable planning step (program generation) is done
in a single, ungrounded stage. (i) In this work, we find that single-
stage planning leads in practice to brittle behavior, underperform-
ing a new simple baseline (JCEF) that captions frames and predicts
an answer (with two modules from (b)). (ii) We then introduce our
new MoReVQA method incorporating both modularity and multi-
stage planning, providing interpretable, grounded planning and
execution traces, while simultaneously delivering improvements
in overall accuracy by effectively decomposing the underlying task
complexity (still using consistent base models with (b)). Above:
Q is question, V is video, A is answer.

These methods generate symbolic programs [39, 40] using
an LLM capable of producing code. They are interpretable
and can be executed directly (leveraging independent visual
or language processing modules). Their advantages are that
they are training-free, compositional, and achieve impres-
sive performance on few-shot vision and language tasks.
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In this paper, we analyze the performance of such meth-
ods in closer detail, particularly for the case of videoQA
(across 4 datasets [33, 47, 51, 58], representative of a range
of video domains, lengths, and question types) and for sin-
gle stage modular frameworks (such as ViperGPT [40]).
We find that, while recent modular approaches building
on large, state-of-the-art end-to-end networks (LLMs and
VLMs) as modules have shown significant promise [40], a
simple Socratic [59] baseline, which we call Just Caption
Every Frame (JCEF), based on the same underlying mod-
els, can actually outperform these prior approaches by a
significant margin. As the name suggests, JCEF simply cap-
tions every frame in the video using a large vision-language
model (VLM) [8], and then feeds all captions along with
the question to an LLM to produce an answer (Fig. 1(i)
and Fig. 2). We hypothesize that the reason this baseline
outperforms prior work is that these modular frameworks
(Fig. 1(b)) consist of a single planning stage which may
be ungrounded in the video (i.e. the entire program or set
of steps to be executed is determined in a single stage di-
rectly from the language prompt alone), and hence in prac-
tice the single-stage planner must be prompted with a large
space of complex combinations required for answering di-
verse questions in video [27]. While the performance of
JCEF is impressive, it is less interpretable than the previ-
ously mentioned modular approaches, as captions for each
frame tend to be generic and not question-specific (Fig. 2).

In this work, we propose a decomposed, modular, and
multi-stage approach for video question answering to ad-
dress these limitations (Fig. 1(ii) and Fig. 3). Our method
consists of three key planning and execution stages: (1)
event parsing that explicitly decomposes the events in the
question, (2) grounding that identifies corresponding tem-
poral regions in the video that merit further tool use (so
that every single frame does not have to be processed in
detail), and (3) reasoning that gives the final answer af-
ter considering the outputs of composed modules/APIs and
the shared memory. This decomposition of single-stage
planning is motivated by natural sub-tasks for videoQA
and related video-language reasoning tasks. All stages are
training-free, and involve few-shot or zero-shot prompting
of off-the-shelf modules (consistent with the API behav-
ior in single-stage planning methods), in conjunction with
an external read/write memory that maintains state and en-
ables a more flexible design. We call our method Modu-
lar Reasoning for Video Question Answering (MoReVQA),
and show that it outperforms JCEF and other key single-
stage modular baselines, while providing a grounded, inter-
pretable planning and execution trace.

We summarize our key contributions as follows: (1) We
find that existing single-stage code-generation frameworks,
while being modular and interpretable, are not necessarily
well-suited for the complexity of generalizable VideoQA,

and can be outperformed by a simple baseline we propose
using a subset of its tool components (e.g. a large VLM
and LLM), (2) we design a multi-stage modular reason-
ing system (MoReVQA) that alleviates this issue by de-
composing the underlying planning sub-tasks effectively,
and (3) we achieve state-of-the-art results on four stan-
dard videoQA benchmarks (NExT-QA, iVQA, EgoSchema,
and ActivityNet-QA) across training-free (zero-shot/few-
shot) methods, in some cases even outperforming fully-
finetuned prior work. We also consider extensions to
grounded videoQA (NExT-GQA [48]) and paragraph cap-
tioning (ActivityNet-Para [28]) with strong performance.

2. Related Work

VideoQA. Video Question-Answering (videoQA) is a key
task for multimodal video understanding systems to assess
their ability to reason about a video [33, 47, 49, 51, 64].
Recent benchmarks have pushed towards assessing reason-
ing for temporal questions [21, 46, 47], longer videos [33,
58], and on domains like instructional [51] and egocentric
videos [16, 33]. We evaluate our modular approach on four
diverse and representative videoQA tasks: NExT-QA [47],
iVQA [51], EgoSchema [33], and ActivityNet-QA [58].
End-to-end Models for VideoQA. The recent success of
LLMs[10, 19,41, 63] has led to an explosion of multimodal
models that jointly understand vision and text data. Many
works map frozen image encoders [13, 14, 37] to the LLM
textual embedding space: e.g., Flamingo [1], via a Perceiver
resampler [25], or BLIP2 [29] and Video-LLaMa [61],
via Q-formers for audio/vision [14, 18]. GIT2 [42] and
PALI [6-8] use simple encoder-decoder style architectures
which are trained for image captioning, while MV-GPT [38]
finetunes a native video backbone [3] for video caption-
ing. Although trained with a generative (captioning) objec-
tive, such models achieve strong results for general vision-
language tasks (cast as auto-regressive generation with
question as prefix). More recent works such as Instruct-
BLIP [11], MiniGPT-4 [66], and VideoBLIP [56] improve
zero-shot results with strong instruction tuning. Generally,
however, end-to-end methods can be difficult to interpret.
For videos in particular, memory limits in end-to-end
models require significant downsampling: e.g. temporally
sampling a few frames with large strides [7, 42], spatially
subsampling each frame to a single token [43, 53, 65]. Such
models also tend process each frame with equal importance.
Unlike such works, our model has an explicit grounding
stage which searches for the most relevant video frames
to be processed in more detail. Other grounding works
for videoQA include SeVilLa [57], MIST [17], and NExT-
GQA[48]; our model differentiates from these prior works
by incorporating modular multi-stage reasoning.
Visual Programming and Modularity. Visual program-
ming methods [2, 9, 22, 26, 39, 40] have shown promise
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towards addressing the limitations of end-to-end systems,
by composing multiple sub-task specific modules into an
executable program. Prior (earlier) work on neural modu-
lar networks [2, 26] made initial progress towards this goal,
but were eventually outpaced by developments in large-
scale end-to-end models. Recent work like CodeVQA [39],
ViperGPT [40], and VisProg [22] demonstrated accuracies
on par with some end-to-end systems [29], by replacing the
event/language parsing with a code-finetuned LLM that can
generate an entire python program (which invokes a number
of provided APIs in the prompt). While these approaches
are effective in terms of interpretability and flexibility in
solving VQA, they share common limitations in that they
heavily rely on a ‘single-prompt’ with large, complex code
generation examples [27], which must generate the entire
program without access to the image.

Multistage Planning Models. Recent methods have ex-
plored directly using natural language as the intermedi-
ate representation between large multimodal models. One
emerging class of models are Socratic models [59], which
use few-shot or zero-shot prompting of LLMs and VLMs
to solve video tasks, e.g. VidIL [45] which feeds image
captions, frame attributes and ASR to an LLM to perform
video-language tasks. The closest to our work is AVIS [23],
which also uses multistage LLMs with an external mem-
ory for the task of visual question answering. However un-
like AVIS which works on knowledge focused QA for im-
ages, we focus on the more challenging domain of videos,
where reasoning over multiple frames is required. A key
difference therefore is our grounding stage, which deter-
mines which frames in a (potentially long) video contain
the most relevant information to then deploy additional rea-
soning steps and tools over.

3. Technical Approach

In this section, we contextualize our technical approach for
videoQA (Sec. 3.1) by discussing limitations in the standard
single-stage (Sec. 3.2) paradigm before presenting our main
multistage modular reasoning model MoReVQA(Sec. 3.3).

3.1. Preliminaries: Video Question-Answering

Task. We focus on the task of video question-answering
(VideoQA) as it provides a good testbed for video reasoning
for multimodal systems. Formally, we are given an input
video V' = {vy, ..., v} with [ frames and a corresponding
question @ in natural language with a groundtruth answer
A, either directly from the question alone [51, 58], or from
among a set of candidate options A € A qngs [33, 47]. The
task is to develop a model M such that:

M(‘/7 Qa [Acands]) — A (l)

where A.q,qs are present for closed-set VQA settings [33,
47] and not present for open-ended VQA [51, 58].

Design Approaches. The approaches for addressing this
task can vary broadly (Sec. 2 and Fig. 1); here, we center our
discussion around two key design principles in state-of-the-
art systems for M: (1) Modularity, where individual, stan-
dalone modules focused on specific sub-tasks are leveraged,
as opposed to a single monolithic black-box model; and
(2) Multi-stage planning, where there are explicit interme-
diate outputs while the system determines which modules
to leverage and how to use them most effectively, provid-
ing a more interpretable chain of execution. In this section,
we focus on contrasting modular methods with single-stage
(prior work) vs. multi-stage planning (our new model).

3.2. Single-Stage Planning

Overview. In Section 2, we discuss the broader space of vi-
sual programming and modular methods [26, 39, 40]. Here,
we focus on a specific representative state-of-the-art model
(ViperGPT [40]) and discuss key limitations with its single-
stage planning approach for modular videoQA, using nota-
tion consistent with prior work [26, 40].

ViperGPT. In the context of videoQA, ViperGPT is a
system M that consists of a single-stage program gener-
ator 7 that takes as input the query () and a specialized
prompt P to directly output an intermediate executable pro-
gram z € Z, where Z represents the space of all programs
(Python, natural language, etc.). This program z is then ex-
ecuted on the full input (V, Q, [Acands]) to produce the final
answer A. More formally, the full system can be described:

Msingle—stage : TF(Q’ P) — Z(V, Q7 [Acands]; L) — A 2)

where L denotes the API module library used to construct
the program z. The program generator 7 is instantiated
as a code-finetuned LLM [5, 19] conditioned on a well-
engineered prompt file P, consisting of two key compo-
nents: (1) a custom API description with API usage ex-
amples, and (2) a set of dataset-specific program exam-
ples that illustrate how to translate the questions () found in
the dataset distribution into a full program z that composes
these modules together effectively.

Modules for Modular Reasoning. ViperGPT and re-
lated models [22, 39, 40] leverage a specialized module
library as described by their API to assemble executable
programs z. We denote this library of API modules as
m € Lapr: examples include open-vocabulary detec-
tion (OWL-VIiT [35]), text-image scoring (CLIP [37], X-
VLM [60]), and captioning (BLIP [29]). The overall pro-
gram z then describes the modular reasoning of the single-
stage code generation LLM for a given query.

Limitations. While a single-stage approach suggests an
appealing promise of simplicity, in practice, we observe that
this design leads to brittle programs that do not produce reli-
able outputs'. We show a representative example for videos

! Also noted by concurrent analysis [27] in the image-language domain.
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Figure 2. A simple, strong baseline — JCEF. Our proposed
baseline consists of a zero-shot prompted vision-language model
(VLM) which is used to caption n uniformly sampled frames from
a video (n is all frames at 1FPS unless explicitly stated). These
captions are then stored in an external memory, which is passed to
a zero-shot prompted LLM that is used to answer a question about
the video. We show that this baseline outperforms existing visual
programming methods by a large margin and investigate ways to
more effectively improve upon it in a modular, multistage manner.

in Fig. 4, with additional analysis in the supplement.

The core issue of the overall system lies in the difficult
task given to its single-stage planner: before performing vi-
sual reasoning, the model must output a full program with-
out any grounding in the actual video itself. Thus, natu-
ral language ambiguity in the question cannot be resolved
by visual context, important for video / event reasoning
tasks [24, 48]. Furthermore, by expecting the model to
piece together full reasoning programs in one large LLM
inference step, the necessary complexity of examples in the
prompt grows accordingly. In practice, we observe this
leads to the system overfitting on the specific examples pro-
vided (also noted by [27]), falling short of realizing its true
potential for compositional modular generalization.

These limitations naturally beget two key questions:
(Q1) to what extent is brittle single-stage planning impact-
ing accuracy, and (Q2) how well can we overcome these
limitations through a multi-stage decomposition? These
motivate our proposed baseline and model in Sec. 3.3.

3.3. MoReVQA: Multi-stage, Modular Reasoning

Motivation: A Simple, Strong Baseline (JCEF). To
empirically characterize the limitations of single-stage ap-
proaches (per Q1), we create a simple but effective So-
cratic baseline called Just Caption Every Frame (JCEF)
(Figure 2), consisting of two strong modules my 15 [8]
and mp s [19]. Our baseline involves no training, directly
prompting these large off-the-shelf models in what can be
considered as a very simple, deterministic “program”. For
each video, we sample n < [ frames from the video V/, cap-
tioning each frame with an image-language model my 1 ,s.

These n captions are then combined with frame numbers
(e.g., “[frame 5] caption: a person is throwing a baseball in
a field”) into a prompt P used to query the LLM mp s
with the question () and candidate answers A4 for mul-
tiple choice questions (prompt details in supplement). By
comparing to a state-of-the-art baseline (ViperGPT+), up-
graded with the same modules m.., we can observe the limi-
tations of single-stage planning designs: surprisingly, JCEF
outperforms this single-stage baseline (Sec. 4).
MoReVQA Overview. We address our second key ques-
tion (Q2) by considering a decomposition of the single-
stage pipeline into multiple stages, in order to effec-
tively improve beyond our JCEF baseline. Our new pro-
posed model, multi-stage modular reasoning for videoQA
(MoReVQA), consists of three stages, rooted in key sub-
tasks that are general to videoQA (and related video-
language reasoning tasks) across benchmarks and domains:
(1) event parsing (understanding what is relevant in the in-
put language), (2) grounding (understanding what is rele-
vant in the input video), and (3) reasoning (understanding
the relevant events, their attributes, and their relationships).
An overview of the pipeline is provided in Fig. 3. Each
stage is distinct yet interconnected, employing an LLM that
generates a set of API calls tailored for the specific sub-
tasks. Importantly, these APIs are backed by the same off-
the-shelf pretrained models [8, 35, 37] considered in the
single-stage setting (Sec. 3.2) for consistent comparison.
Central to this process is a shared external memory, man-
aging and storing information across stages, including nat-
ural language events, grounded regions of the video, video
captions, and intermediate tool outputs (details in Sec. 4.3).
Through this decomposition, our MoReVQA model
Muuti-sage = {Mi, My, M3} relies on smaller focused
prompts {P;, P>, P3} for each stage’; furthermore, inter-
mediate reasoning outputs {z1, 22, 23} are able to handle
different aspects of the overall task, and incorporate ground-
ing in the video itself to resolve ambiguities and inform
new intermediate reasoning steps in a more effective man-
ner than the ungrounded single-stage setting. We describe
each stage M; as follows:
Event parsing stage )/;. The first stage focuses on the
initial analysis and processing of the input question (). Dif-
ferent from traditional language parsing in early modular
systems [2, 26], our M, stage parses at the event-level
rather than word-level, focusing on higher-level video se-
mantics while still decomposing relationships and attributes
for later stages. Our event parsing prompt P; (see supple-
mentary) conditions the LLM to examine the input ques-
tion, perform parsing tasks such as detecting temporal hints
and relationships (“in the beginning of the video”, “before”,
“during”), sub-question types (location, description, expla-
nation), and whether the language would suggest additional

ZPlease see supplement for prompts and API details.
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Figure 3. Modular Reasoning for Video Question-Answering (MoReVQA). To address the limitations of single-stage planning LLMs,
we propose a new multi-stage, modular method Muuii-stage that decomposes planning and execution into three key steps, motivated by
sub-tasks inherent to videoQA: (i) event parsing M, (ii) grounding Mo, and (iii) reasoning M3. See Section 3.3 for additional details.

tool types (e.g. OCR). The LLM then produces a set of API
calls based on these parsing tasks, expressed as z;, which
when executed populates the external memory with relevant
language-only data for later stages.

Grounding stage ),. In this stage, the focus shifts to
grounding identified events, a critical process to help re-
solve ambiguities and direct tool-use in the final reasoning
stage to the temporal regions where they can be most effec-
tive. Here, the prompt P, is constructed with the external
memory state with outputs from M; (e.g., parsed events),
and conditions the LLM to identify candidate frames and
temporal regions in the video with vision-language mod-
ules m for entity detection and image-text alignment. The
resulting zo is then executed on the video, and the output
grounding (spatially and temporally) is appended to the ex-
ternal memory. Importantly, this process includes API calls
designed to help verify and resolve event ambiguity through
visual grounding, as illustrated in Fig. 3.

Reasoning stage )/5. The final stage of our system per-
forms grounded reasoning before the final prediction. The
LLM prompt Ps is based on the memory state after the pre-
vious two stages, and constructs a final z3 executable with
API calls (Fig. 3) designed around reasoning sub-questions
to unravel different aspects of the original question, and fo-
cusing vision-language modules on the specific grounded
regions of the video identified previously. This localized,
context-specific information is subsequently combined with
a more general n < [ captions from frames sampled uni-
formly (general video context, in Fig. 3) across the video to
form a comprehensive (temporally-sorted) basis for a final
prediction LLM to output the final answer A (in general,
n here is significantly less than with JCEF). This final API

call here corresponds to the standard 11m_query module
found in prior work [40], typically at the end of the program
to ensure correct formatting and candidate answer selection.
Flexibility and Memory. The modular architecture of
MoReVQA allows it to be dynamically tailored to a wide
range of datasets, question types, and tasks by selectively
engaging different APIs and reasoning strategies based on
the task at hand. In particular, simple questions beget a
“simpler” execution pipeline (stages are equipped with “no-
op” like behavior, if necessary), while more complex ques-
tions are processed with a complex instruction set. This
adaptability is facilitated by the external memory compo-
nent, which not only serves as a repository of information
across stages but also enables the system to iteratively re-
fine its understanding and approach based on the evolving
context. We highlight that each stage (planning and execu-
tion) are informed by previous stages through this memory,
which leads to more robust reasoning behavior.

4. Experiments

Here, we describe the VideoQA datasets and evaluation
metrics used (Sec. 4.1), our key baselines (Sec. 4.2) and
implementation details (Sec. 4.3), and our discussion of re-
sults and analysis (Sec. 4.4).

4.1. Datasets and Evaluation Metrics

We consider four standard videoQA benchmarks to assess
the efficacy of our proposed method, across a range of rep-
resentative video domains, lengths, and question types.

NExT-QA [47] is focused on understanding the ability
of videoQA systems to effectively answer questions across
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three types: causal (C), temporal (T) and descriptive (D).
We focus on the same multiple choice (MC) setting reported
in prior single-stage modular reasoning work [40], where
each video clip (avg length, 43s) contains one question and
5 candidate answers; we use 4996 val video-question pairs.
iVQA [51] consists of 7-30s instructional video clips sam-
pled from the HowTo100M dataset [34], with 5615 training
and 1879 testing clips (after removing clips no longer on-
line). Each clip has a question and annotated set of ground
truth answers. We note that iVQA is open-ended (OE)
videoQA, and no candidate answers are provided as input.
EgoSchema [33] is a recent dataset of long egocentric
videos (180s) based on the Ego4D [20] benchmark with
multiple-choice (MC) questions, designed specifically to
assess long video understanding. EgoSchema is focused
entirely on evaluation: the hidden test set consists of 5000
videos via an evaluation server, of which 500 were publicly
released for validation. We report results (accuracy) on the
main (full, 5k) test set for comparison with prior work.
ActivityNet-QA [58] has 5800 videos, each accompa-
nied by 10 annotated question-answer pairs to character-
ize model comprehension of actions, objects, locations, and
events. ActivityNet-QA is open-ended (like iVQA) with
long videos (180s avg., like EgoSchema). We report test set
results using GPT-based evaluation following [30, 32, 62].

4.2. Baselines

We compare our method against a key set of baselines:
Single-stage Planning (ViperGPT+). As a representa-
tive state-of-the-art baseline for single-stage planning and
modular reasoning, we reimplement ViperGPT[40], as de-
scribed in Sec. 3.2. We extend the open-source imple-
mentation and upgrade some of the modules/APIs to en-
sure consistent comparisons with our method and to replace
prior module components that are not available (eg. GPT-3
Codex [5]); full description in the supplement. We eval-
uate this baseline on video datasets that were not used in
the original paper (iVQA, EgoSchema, ActivityNet-QA) to
better characterize single-stage planning for videoQA.

Just Caption Every Frame (JCEF). We also consider our
JCEF baseline described in Sec. 3.3 as a simple but pow-
erful Socratic model that is a step up in interpretability to
a purely end-to-end system, but lacks the kind of modular
compositionality that is present in more fully fledged mod-
ular reasoning systems. The VLM and LLM models used
here are the same as with ViperGPT+ and our full system,
for consistent comparison (details in Sec. 4.3).
Language-only baseline. We also compare our model with
a language-only baseline, which is an LLM [19] prompted
to answer questions without any visual inputs, as a way to
quantify the amount of non-visual language and/or common
sense bias in each dataset. For consistent comparison, this
language model is used across all modular methods.

Method Accuracy (%)
NExT-QA  iVQA EgoSchema ActivityNet-QA
Random (for MC) 20.0 - 20.0
LLM-only [19] 48.5 15.0 41.0
ViperGPT [40] 60.0 - -
ViperGPT+ 64.0 46.6 49.3 37.1
JCEF 66.7 56.9 49.9 43.3
MoReVQA 69.2 60.9 51.7 453
Table 1. Comparison to single-stage modular methods.

ViperGPT [40] represents the state-of-the-art single-stage modular
question answering system, and ViperGPT+ is our upgraded reim-
plementation for consistent comparison. Our JCEF strong perfor-
mance highlights the relative weakness in single-stage planning
models, which can lead to brittle programs and outputs. We find
that our MoReVQA model outperforms all key baselines.

4.3. Implementation Details

Across all of our baselines and proposed models (e.g.,
MoReVQA, JCEF, ViperGPT+), our core VLM is PALI-3
(5B) [6] for image captioning and related APIs, and our core
LLM is PaLM-2[19] (e.g., every LLM stage in MoReVQA,
JCEF, the language-only baseline, and for the 1 1m_query
module in ViperGPT+), unless otherwise specified. Our
video context / captioner component for MoReVQA con-
siders n = 16 uniformly sampled video frames as a de-
fault. For JCEF, the default is set to n = [, the number
of frames in the video (at 1 frame per second); we provide
additional JCEF ablations for different values of n in the
supplement. We set decoding temperature to 0 to match
prior work [40]; other base models and settings (e.g., OWL-
VIT [35], CLIP [37], etc.) for MoReVQA and ViperGPT+
are in the supplement and are also consistent wherever ap-
plicable. Our implementation relies on JAX/Scenic [4, 12].

MoReVQA stores outputs of each stages in an exter-
nal memory system, backed by global variables for track-
ing and updating information through the model’s process-
ing stages. These stages execute different API calls, e.g.,
event parsing reduces frame data for efficiency, the ground-
ing stage focuses on object localization and action verifi-
cation, and the reasoning stage decomposes and addresses
the question with VQA on selected frames. Additional API,
memory, and LLM prompt details for MoReVQA and other
models are provided in supplementary.

4.4. Results and Discussion
4.4.1 Comparison to Baselines and Analysis

We compare our method to the baselines outlined in Sec. 4.2
in Table 1. The LLM-only baseline performance serves
as a measure of language and commonsense bias: our re-
sults for NExT-QA and iVQA align with prior expectations
(e.g., iIVQA was explicitly designed to mitigate language
bias). However, this baseline also does surprisingly well
on EgoSchema, in spite of its explicit emphasis on testing
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Figure 4. Example qualitative result of MoReVQA on NExT-QA. We observe that the intermediate outputs from our MoReVQA model
are interpretable: event parsing stage parses key events from language, and other tool-use metadata. The grounding stage then determines
which frames contain the ‘cat lying on its back’, and the reasoning stage reasons about relevant sub-questions for the final answer, which
when combined with general video-level context (subset of frame captions), gives us the final correct answer. We observe that JCEF and
ViperGPT+ fail to predict correct answer for the same example (Sec. 4.4.1); we provide additional examples and analysis in the supplement.

Stages NExXT-QA iVQA
Event parsing Grounding Reasoning Val Test
X X X 66.7 56.9
4 X 4 68.3 56.9
4 4 X 68.7 57.5
v v 4 69.2 60.9

Table 2. Ablation study of the various stages in MoReVQA.
We show the impact of each of the key stages of our proposed
design, highlighting the improvements between a system without
our proposed stages (top row; defaults to the JCEF baseline) and
our multi-stage reasoning setting (bottom row; all 3 stages). We
observe stages provide complementary (e.g., NExT-QA) and syn-
ergistic (e.g., iVQA) gains (additional ablations in supplement).

long form video understanding. We believe this could po-
tentially be an artifact of its dataset construction process,

which leveraged automatic LLM generations to form the
question/candidate answer language inputs [33] and may
have introduced unintended language bias.

Next, we highlight our simple Socratic baseline
JCEF outperforms state-of-the-art single-stage program-
ming methods such as ViperGPT+ (our upgraded imple-
mentation) across all datasets, even though both baselines
have access to the same VLM and LLM modules. This
gives us a quantitative assessment of the impact of brit-
tle program generations and tool executions for the single-
stage model, as observed in our qualitative analysis (Fig-
ure 4, bottom + additional examples in supplement); we
also highlight concurrent analysis [27] which found simi-
lar failure modes in image-language settings.

Finally, we note that our model MoReVQA outperforms
all previous training-free baselines across all datasets, while
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Method Val FT Method Test FT

MIST-CLIP [17] 57.2 VideoCoCa [50] 39.0
HiTeA [54] 63.1 FrozenBiLM [52] 397 v
SeViLa [57] 73.8 Text+Text [31] 40.2

ViperGPT [40]  60.0 FrozenBilLM [52] 27.3

BLIP-2¢0" [20]  62.4 BLIP-2(gjanTsxxL) [29] 45.8

BLIP-2"°t"e [20]  62.7 X InstructBLIPpjanrsxr) (111 53.1 o
SeViLA [57] 63.6 InstructBLIPgjanTsxxry [11] 538

JCEF 66.7 JCEF 56.9
MoReVQA 69.2 MoReVQA 60.9

Method Test FT
Method Test FT
VIOLET [15] 19.9 -
SeViLA [57] 207 V1d§o—LLdMA [61] 12.4
VideoChat [30] 26.5

FrozenBiLM [52] 26.9
mPLUG-Owl [55] 31.1
InternVideo [44] 32.1 X

*LLaMa adapter [62] 34.2
*Video-ChatGPT [32] 35.2

*ShortViViT [36]  31.0 ViperGPT+ 37.1
*LongViViT [36]  33.3 JCEF 433
MoReVQA 453

JCEF 50.0
MoReVQA 51.7

(a) NEXT-QA [47] (b) iVQA [51]

(c) EgoSchema [33] (d) ActivityNet-QA [58]

Table 3. Comparison to SOTA on the standard video question-answering datasets: (a) NExT-QA, (b) iVQA, (c) EgoSchema, and (d)
ActivityNet-QA. Our method MoReVQA outperforms all training-free prior work or exceeds prior state-of-the-art fine-tuned systems (in
grey), on the main validation datasets [33, 47, 51, 58]. FT indicates fine-tuned methods. Methods with asterisk * indicate concurrent work.

at the same time providing intermediate interpretable out-
puts — in Fig. 4, we show a representative example on
NEXT-QA. We also show limitations in both JCEF and
ViperGPT given the same example: while JCEF is a strong
baseline, the general-level captions are not always informa-
tive enough to answer the question, while the program gen-
erated by ViperGPT+ does not focus on the frames in the
correct part of the video (specifically, the “if” statement
condition erroneously triggers on irrelevant early frames,
resulting in misleading “info”). See supplement for more.

We also ablate the stages in MoReVQA (Table 2). Our
ablation without any stages (top row) effectively defaults to
the JCEF baseline with only frame-level captions and a final
LLM prediction stage. The absence of grounding indicates
that we simply return a single middle frame for this stage.
For all ablations without the final reasoning stage, we retain
a final LLM prediction on top of the shared memory state,
i.e., the reasoning performs the final VQA only with the in-
put question (without supporting questions). We observe
all three stages of our model (event parsing, grounding, and
reasoning) provide complementary (e.g. on NExT-QA) and
synergistic (e.g. on iVQA) gains, and meaningfully improve
over the JCEF baseline. The added benefit is the inter-
pretability of the intermediate outputs stored in the external
memory. Further, we ablate the impact of key components
in the memory; when the original question is provided to
the reasoning stage, as opposed to a revised version (e.g.,
question in Fig. 4), we note accuracy drops of 1.3% and
3.9% on NExT-QA and iVQA respectively. When grounded
frame locations are only given to prediction stage, instead
of reasoning stage, we observe drops of 1.2% and 3.9% on
the same datasets. Additional examples and analysis are in
the supplement, including specific API usage statistics.

4.4.2 Comparison to State-of-the-Art

Finally, we compare our method to the state-of-the-art
methods on four datasets — NExT-QA, iVQA, EgoSchema,
and ActivityNet-QA (Table 3) — in which the numbers in
bold and underline respectively indicate the best and sec-
ond best. On all datasets we outperform previous zero-

shot and few-shot methods by large margins — on NExT-QA
we outperform SeViLA by almost 6%, making progress to-
wards closing the gap to fully finetuned performance. On
iVQA we outperform the nearest method InstructBLIP [11]
by almost 7%, while on EgoSchema the gaps are the largest
(approx. 20%). For EgoSchema, we report results using
n = 30 video frames; we provide results with other val-
ues of n in the supplement. We also show strong results on
ActivityNet-QA, outperforming concurrent work [32, 62]
under consistent evaluation protocols.

Extensions to related tasks. In our supplement, we de-
scribe extensions of our MoReVQA system to other tasks.
We consider grounded videoQA (localizing the relevant
video segment while providing the answer) on the recent
NExT-GQA [48] dataset, and highlight our training-free
MoReVQA achieves strong performance (37.8 mloP / 39.6
Acc@GQA) vs. prior state-of-the-art SeViLa (29.5 mloP /
16.6 Acc@GQA; trained with grounding annotations). We
also show on ActivityNet-Para [28] strong performance for
video paragraph captioning (MoReVQA 28.2 CIDEr vs.
finetuned SOTA Vid2Seq [53] with 28.0), even though our
method is training-free. We observe our system’s reasoning
enables diverse long captions of human-centric events.

5. Conclusion

In this work, we have presented a baseline (JCEF) to help
characterize limitations with single-stage planning models,
along with MoReVQA, a new, modular, and decomposed
multi-stage pipeline for video question answering. Our
framework consists of 3 stages — event parsing, ground-
ing, and reasoning with an external memory. MoReVQA
achieves state-of-the-art results on popular VideoQA bench-
marks, while producing interpretable intermediate outputs.
We discuss limitations and broader impacts in supplement.
Acknowledgements. We sincerely thank ViperGPT [40]
authors for sharing additional details helpful for the devel-
opment of ViperGPT+, and grateful to Chen S., Jasper U.,
and Lluis C. for discussions. Minsu Cho acknowledges IITP
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