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Figure 1. Evaluating Novelty Detection Performance: A Comparative Study on MVTecAD, CIFAR-10, and SVHN Datasets. Our
proposed method, UNODE, consistently exhibits robust performance across all datasets, even under shifts in the testing sets. This highlights
its superior transferability and generalizability in contrast to existing methods.

Abstract

Novelty detection is a critical task for deploying machine
learning models in the open world. A crucial property of
novelty detection methods is universality, which can be
interpreted as generalization across various distributions of
training or test data. More precisely, for novelty detection,
distribution shifts may occur in the training set or the test
set. Shifts in the training set refer to cases where we train
a novelty detector on a new dataset and expect strong
transferability. Conversely, distribution shifts in the test set
indicate the methods’ performance when the trained model
encounters a shifted test sample. We experimentally show
that existing methods falter in maintaining universality,
which stems from their rigid inductive biases. Motivated by
this, we aim for more generalized techniques that have more
adaptable inductive biases. In this context, we leverage
the fact that contrastive learning provides an efficient
framework to easily switch and adapt to new inductive
biases through the proper choice of augmentations in
forming the negative pairs. We propose a novel probabilistic
auto-negative pair generation method (AutoAugOOD),
along with contrastive learning, to yield a universal
novelty detector method. Our experiments demonstrate the
superiority of our method under different distribution shifts
in various image benchmark datasets. Notably, our method
emerges universality in the lens of adaptability to different
setups of novelty detection, including one-class, unlabeled
multi-class, and labeled multi-class settings.

1. Introduction

Novelty detection is a task that involves identifying out-
lier data that deviates from the in-distribution data at infer-
ence [3, 32]. This setup fits many indispensable applica-
tions in computer vision, specifically in medical imaging,
autonomous driving, and industrial quality assurance, and
hence has drawn significant attention from the researchers
and practitioners [21, 35, 38, 43].

A significant amount of literature has been dedicated to
the novelty detection tasks, achieving state-of-the-art perfor-
mance on common benchmark datasets such as MVTecAD
and CIFAR-10 [4, 5, 24, 34, 37, 42]. However, there is a lack
of research into the universality of novelty detection meth-
ods, which is a vital aspect of these methods in real-world
applications. In this study, the term ’Universality’ is utilized
to refer to the generalization and transferability of novelty
detection methods across various scenarios where distribu-
tion shifts may occur. To address this gap, we argue that
generalization must be a top priority for novelty detection to
achieve human-like abilities. This aligns with the emerging
trends in AI research [6, 16, 26]. Specifically, we aim to de-
fine and evaluate the universality of novelty detection from
different perspectives, including both the generalization and
transferability of novelty detection methods.

Our experimental observations, as illustrated in Figure 1,
indicate that previous novelty detection methods fail to main-
tain consistent performance across various datasets, high-
lighting a lack of adequate transferability. For instance,
MSAD [33] achieves 98% AUROC on CIFAR-10 but only

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

22914



65% on SVHN [29]. Similarly, PatchCore [36] achieves
99.6% on MVTecAD, but 75% on Head-CT [23], even
though both involve pixel-level novelty detection. One pos-
sible explanation is that most of the proposed approaches
[11, 47] on the MVTecAD dataset, including PatchCore, rely
heavily on patch-based strategies. This rigidly constrained
inductive bias leads to overfitting on the MVTecAD dataset.

It is important to recognize that, as dictated by the “no free
lunch theorem [45], machine learning methods inherently
rely on some form of inductive bias to make assumptions
about problem structures, enabling them to generalize be-
yond their training data. However, our experimental results
highlight that previous methods for the novelty detection task
are hindered by rigid inductive biases, limiting their ability to
adapt to various novelty detection tasks. This rigidity poses
considerable model development time, cost, and resources
for new incoming novelty detection tasks that potentially
require different inductive biases [2, 22].

In response to this challenge, we propose a different ap-
proach for evaluating novelty detection methods that empha-
sizes a comprehensive assessment. This approach takes into
account both the mean and standard deviation of detection
performance across a wide range of datasets, rather than
focusing solely on performance within a specific dataset.

Moreover, we highlight the universality of novelty detec-
tion methods from the perspective of generalization [20, 30],
particularly when faced with test distributions that have un-
dergone minor shifts. This reflects practical environment
scenarios where visual data may come with imperfections
due to weather conditions or digital corruption. To assess
this, we evaluate methods under corrupted versions of com-
mon benchmark datasets, which reveals the vulnerability of
previous novelty detection methods to minor distribution
shifts and perturbations. Our findings reveal the poor gener-
alization and robustness of these methods, raising concerns
for their application in safety-critical real-world scenarios
[18].

To address these limitations, a promising solution is con-
trastive learning [7, 17], which has been shown to have
strong generalization performance across diverse data dis-
tributions [1, 15]. It exploits rich representation by pulling
similar (positive) sample pairs closer while pushing other
dissimilar (negative) pairs further apart. However, its appli-
cation in novelty detection tasks requires specific adaptations
to fully harness its potential, as standard contrastive-based
methods alone show limitations in these scenarios [41], as
evidenced in our ablation study (see Table 4).

In novelty detection tasks, a key challenge arises from the
fact that training inlier data often share similar semantics,
making them all appear as positive pairs and resulting in
a lack of negative pairs. To tackle this issue, we propose
a method named ’AutoAugOOD,’ which is a probabilistic
approach for automatically crafting negative pairs. This ap-

proach leverages the Kullback-Leibler (KL) divergence in
feature space, calculating the distance between inliers and
data that have undergone hard augmentations. It automat-
ically applies a tailored set of hard augmentations propor-
tional to their corresponding distances. It is important to
highlight that while some studies have explored negative
data mining from inlier set [10, 31, 41, 42], they often rely
on fixed, manually selected augmentations, such as rotation,
which have proven to be limited in performance, especially in
datasets that are rotation invariant. AutoAugOOD addresses
these limitations by dynamically adjusting augmentations,
offering a more versatile solution for various datasets.

Our proposed pipeline, integrating contrastive learning
with adaptive crafting of negative pairs, has demonstrated
significant transferability across various scenarios, including
industrial defect detection and semantic novelty detection. It
notably improves average performance across diverse bench-
mark datasets by 7% in AUROC and reduces variance by
50%. Furthermore, it enhances mean AUROC under cor-
rupted evaluation by 5%, indicating improved generalization
capabilities. This is particularly evident in its superior perfor-
mance on corrupted datasets, a result of the flexible inductive
bias inherent in our approach. Furthermore, In Section 2,
we provide a theoretical analysis to further elucidate the ef-
fectiveness of our method. Additionally, we have validated
the versatility of our method by extending its application
to various novelty detection scenarios, including unlabeled
multi-class, labeled multi-class, and one-class novelty detec-
tion settings.

2. Universal Novelty Detection
In this section, we explore the development of a universal
novelty detection method, essential for applications ranging
from medical imaging to environmental monitoring. ’Uni-
versality’ in our study refers to robustness and adaptability
amidst distribution shifts. We identify two primary shift
categories: (1) trainset shifts, which test methods’ adaptabil-
ity across diverse datasets, and (2) testset shifts, evaluating
resilience against minor test data perturbations. Furthermore,
universality includes the capability to handle various nov-
elty detection scenarios, like multi-class configurations. Ac-
knowledging a research gap in this comprehensive approach
to novelty detection, this section introduces a benchmark
for evaluating methods’ universality and proposes a novel
universal novelty detection framework, with detailed discus-
sions in the following subsections.
Transferability across diverse datasets. Several bench-
mark datasets have been proposed for the novelty detection
task, with numerous methods developed for each. However,
these methods often struggle to maintain consistent perfor-
mance when transferred to another dataset, a problem termed
the “trainset shift” in this study. This issue arises from the
initial assumptions and strong inductive biases built into
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Figure 2. An Examination of the AutoAugOOD Hard Augmen-
tation Module: During the training process, our proposed module
applies several hard augmentations to copies of the training set,
creating multiple shifted distributions. The Kullback-Leibler (KL)
divergence measures the ‘hardness’ of each augmentation by com-
paring the density of the original and shifted distributions. The
final negative augmentation is a composite of several augmenta-
tions, weighted according to their respective KL divergence values.

methods based on the characteristics of their intended train-
ing set, leading to potential overfitting to specific datasets.
Such specialization to individual datasets can incur increased
costs and resource expenditure, particularly in real-world
scenarios where systems are likely to encounter a variety of
new datasets. To address this challenge, we propose evaluat-
ing the transferability of methods by specifically considering
the mean and variance of their performance across various
datasets.
Generalization on shifted test samples. It has been shown
that deep learning methods are vulnerable to corruption and
distribution shifts. This phenomenon is mostly explored in
the image classification task, where classifiers struggle to
classify corrupted input data. Corrupted inputs are samples
that are created by applying various perturbations to the
original dataset. These corruptions are designed to mimic
real-world distortions that can occur in images, such as noise
and compression artifacts. In the field of novelty detection,
previous studies have conducted experiments exclusively
on clean datasets and have reported their findings based on
these results. However, our empirical results indicate that
these methods also exhibit vulnerabilities when confronted

with corrupted test input data. Motivated by these findings,
we propose evaluating the generalization and robustness of
methods in real-world scenarios by considering both cor-
rupted and clean datasets.
Extension to different setups of novelty detection. Previ-
ously proposed methods for novelty detection have largely
been tailored to specific setup , such as one-class or multi-
class setting. For instance, methods designed for multi-class
setups often depend on the availability of labels, treating
these labels as integral to their approach , like performing
classification tasks on an inlier set. Consequently, these
methods cannot be transferred to unlabeled novelty detection
scenarios such as one-class setups. Furthermore, approaches
designed for unlabeled setups are primarily unable to adapt
and take advantage of cases where labels of the inlier set are
available in order to improve detection performance. In this
study, we highlight the transferability of methods to differ-
ent setups as another important aspect of the generality of
a method. Although our experiments are focused on a one-
class setup, we demonstrate that our proposed pipeline can
leverage labels when available as supervision. Our achieved
results exhibit our method’s high extensibility compared to
previous approaches.
Theoretical analysis. In this section, we provide a theoreti-
cal analysis of the benefits of incorporating near-distribution
negative samples in the training phase, and assess their sus-
tained effectiveness in evaluations under distribution shifts,
emphasizing the theoretical foundations of such an approach.
One has to note that this insight highlights the need for data
augmentations that once applied on normal samples (to make
auxiliary negative samples) do not overly corrupt the normal
samples, leading to near-distribution auxiliary negative sam-
ples. Orthogonal to this idea, our augmentation selection
also ensures that among such near-distribution auxiliary sam-
ples, the ones that are sufficiently far away from the normal
samples are preferred.

Consider N (0, I), N (a, I), and N (a′, I) representing the
inlier class, outlier, and auxiliary negative data distributions,
respectively. We assume that ∥a′∥ ≥ ∥a∥ to account for
the fact the auxiliary negative data is often non-ideal, and
its mean might be farther away from the normal class mean
than that of the actual outliers mean. Here, we assume
worst-case distribution shifts: at the test time, the input may
be perturbed by an adversarial noise η with ∥η∥ = ϵ (see
Figure 3).

For a classifier trained to distinguish between inlier and
(auxiliary) outlier classes with a substantial sample size,
the optimal form under the mentioned adversarial setup is
ŷ = sign

(
a′⊤

∥a′∥ (x− a′

2 )
)

[39], where x is the input. Under

the transformation a′⊤

∥a′∥x, the normal and real outlier class
distributions transform to N (0, 1), and N (a⊤a′/∥a′∥, 1),
respectively. This leads to the adversarial error rate (with
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Figure 3. Impact of Test Set Distribution Shift on Error Rate: The model undergoes training with an auxiliary set comprising outliers
distinct from inliers. During inference, a shift in the distribution of actual outliers leads to an increased error rate. An efficient choice of the
auxiliary outlier dataset (with its mean closer to the inliers) can mitigate this issue to a certain degree.

η = −yϵa′/∥a′∥):

1− Φ(∥a′∥/2− ϵ) + 1− Φ(a⊤a′/∥a′∥ − ∥a′∥/2− ϵ), (1)

where Φ(.) is the cumulative distribution function (CDF) of
the standard normal distribution N (0, 1). Let δ = a′ − a.
Therefore, the adversarial error rate would be:

1− Φ(∥a′∥/2− ϵ) + 1− Φ((a′ − δ)⊤a′/∥a′∥ − ∥a′∥/2− ϵ)

= 1− Φ(∥a′∥/2− ϵ) + 1− Φ(∥a′∥/2− δ⊤a′/∥a′∥ − ϵ).
(2)

But note that:

δ⊤a′ = a′⊤a′ − a⊤a′

= ∥a′∥(∥a′∥ − ∥a∥ cos(θ))
≥ ∥a′∥(∥a′∥ − ∥a∥) ≥ 0, (3)

where θ is the angle between a and a′. A lower bound on
the error rate would be achieved once θ = 0, for a constant
∥a′∥:

1− Φ

(
∥a∥
2

+
∥a′∥ − ∥a∥

2
− ϵ

)
+ 1− Φ

(
∥a∥
2

− ∥a′∥ − ∥a∥
2

− ϵ

)
= 1− Φ

(
∥a∥
2

+ d− ϵ

)
+ 1− Φ

(
∥a∥
2

− d− ϵ

)
,

(4)

with d = ∥a′∥−∥a∥
2 ≥ 0. Note that if d is close to zero,

i.e., near-distribution auxiliary negative samples, the error
converges to that of the adversarial Bayes optimal. But
as d grows large, the error becomes larger. Therefore, the
more the auxiliary negative data is away from the normal
distribution, the larger the error rate becomes. Taking the
derivative of the lowest adversarial error with respect to d
and setting it to zero:

Φ′
(

∥a∥
2 + d− ϵ

)
= Φ′

(
∥a∥
2 − d− ϵ

)
. (5)

The minimum of the adversarial error lower bound occurs
at d = 0 for ϵ < ∥a∥/2, as the CDF derivative is the normal
density, which is monotonically decreasing for a positive
sample.

3. Proposed Method
Novelty detection poses significant challenges due to the lack
of labels for inlier data. This makes contrastive learning an
appealing self-supervised approach for learning meaningful
representations, as it does not require labels. Motivated by
this suitability, in this study we adopt a contrastive learning
paradigm and aim to adapt this technique for the novelty
detection task. Contrastive learning involves designing posi-
tive and negative pairs from the training data and contrasting
them to extract meaningful representations. However, di-
rectly utilizing a baseline contrastive loss for novelty detec-
tion can result in ineffective representations. This is because
all of the inlier samples share similar semantics and may be
considered positive pairs, while negative pairs are absent.
To address this limitation, we propose a novel method of
automatic negative pair crafting called "AutoAugOOD" to
be used in conjunction with contrastive learning in order to
fully adapt contrastive learning for the novelty detection task.
Our proposed pipeline, without any assumptions about the
inlier data, leads to generalization on the novelty detection
task. In the following section, we will explain the details of
each component of our pipeline.

3.1. AutoAugOOD for Crafting Negative Pairs

Recent studies have shown that certain augmentations, re-
ferred to as “hard augmentation,” can produce new samples
that significantly diverge from the original data distribution
when applied to inlier samples [7, 10, 17, 31, 41, 42]. Some
methods [42] utilize these during training to synthesize neg-
ative samples and improve detection performance. However,
not all hard augmentations are equally effective for generat-
ing useful negative pairs. For example, rotating an image of
a bottle may still appear inlier, while rotating a car picture
could push it out-of-distribution, as shown in Figure 5. This
means that applying augmentations like rotation may change
in-distribution to out-of-distribution for some concepts but
not others. Motivated by this, we present an adaptive hard
augmentation strategy that automatically chooses suitable
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augmentations for transforming inliers to near outliers.
To be precise, given an inlier training set Dtrain

in =
{xi}Ni=1, where each xi ∈ X is an inlier sampel represented
as a vector in the input space X , we consider a set of aug-
mentations S = {sk}Mk=1 that have been empirically shown
by SimCLR [7] to be detrimental when used to create aug-
mented positive pairs. To select optimal hard augmentations
conditioned on this inlier distribution Dtrain

in , we propose an
automatic augmentation module. This module chooses aug-
mentations from S that maximize the divergence between the
density of each augmented dataset Daugk

in = {sk(xi)}Ni=1

and the density of the inlier dataset Dtrain
in .

To estimate the densities, we first extract features from
the inlier dataset Dtrain

in using a pre-trained feature extractor
ψ : X → H that maps from the input space X to the fea-
ture space H. This produces a feature set H = {hi |hi =
ψ(xi)}Ni=1, where each hi ∈ H corresponds to an inlier data
point xi.

For one-dimensional density estimation, we apply the
one-dimensional t-SNE, denoted as tsne1, to project the
high-dimensional feature set H to a one-dimensional space.
This results in a one-dimensional dataset P = {pi | pi =
tsne1(hi)}Ni=1.

We repeat this process for each augmented dataset Daugk

in .
This results in augmented feature sets Hk = {hk,i |hk,i =
ψ(sk(xi))}Ni=1. Applying tsne1 on Hk gives the projected
datasets Qk = {qk,i | qk,i = tsne1(hk,i)}Ni=1.

The densities of P and eachQk can then be estimated and
compared using Jensen-Shannon divergence, which is a sym-
metric version of Kullback–Leibler divergence, to determine
the optimal augmentations as follows:

DKL(P∥Qk) =

N∑
i=1

pi log
pi
qk,i

, (6)

jk = J(P∥Qk) = DKL(P∥Qk) +DKL(Qk∥P ), (7)

wk = softmax(jk). (8)

During training, we randomly sample r ∼ U(1, k) aug-
mentations sσ1 , . . . , sσr without replacement from the aug-
mentation set S. The sampling distribution is proportional
to the weight wσk

of each augmentation sσk
∈ S. Their

sequential composition s(r)∗ := (sσ1
◦ . . . ◦ sσr

) is then ap-
plied on the inlier batch B := {xi}Bi=1 to synthesize the
negative batch Γ(B) = {s(r)∗ (xi)}Ni=1, where Γ denotes our
automatic negative pair generation method. This stochastic
yet proportional selection process allows diversity while pri-
oritizing more OOD augmentations. Implementation details
and pseudocode of our automatic augmentation module for
OOD detection can be found in the appendix.

3.2. Contrastive Learning with AutoAugOOD

The key idea in contrastive learning is to bring positive sam-
ple pairs closer together and push negative sample pairs apart

Inllier

Negative Pairs

Representations

Representations Softmax Distributions

Pull
Push

Contrastive Loss

Cross Entropy Loss

Feature Extractor Classifier Inlier OutlierProjection Head

AutoAugOOD

Trainset

Inlier

Set

Negative

Pairs

Gradient+

Figure 4. The training stage of the novelty detection framework
incorporates Contrastive Loss and Cross Entropy Loss. Features
are first extracted and then channeled through two concurrent path-
ways: one leading to a projection head for representation learning,
and the other directly to the classification layer. This dual-pathway
approach allows the model to categorize inputs as inlier or outlier,
while simultaneously refining feature representations to improve
detection score.

in the feature space. Particularly, Let fθ be an encoder net-
work, and gϕ is a projection head, z(x) = gϕ(fθ(x)) maps
an input x to an embedding z = gϕ(fθ(x)).

Let Px be the set of positive examples and Nx be the set
of negative examples corresponding to input sample x. The
contrastive loss function is then:

ℓcon(x,Px,Nx) = − 1
|Px| log

∑
xi∈Px

exp(⟨ẑ(x),ẑ(xi)⟩)∑
xj∈Px∪Nx

exp(⟨ẑ(x),ẑ(xj)⟩) , (9)

where ⟨., .⟩ denotes the inner product operator and ẑ(x) =
z(x)

∥z(x)∥ .

To create positive pairs, we apply two different augmen-
tations t and t′ from a family of transformations T to each
example xi. These augmentations do not change the seman-
tics of inliers. This gives us ti = t(xi) and t′i = t′(xi). The
set of negative examples is constructed as such:

Nxi =

B⋃
j=1
j ̸=i

{t(Γ(xj)), t
′(Γ(xj))} (10)

Finally, the contrastive loss for the batch B is defined as:

Lcon(B) = 1
|B|

∑|B|
i=1 (ℓcon (ti, t

′
i,Nxi) + ℓcon (t

′
i, ti,Nxi)) . (11)
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Our method involves contrasting positive and nega-
tive pairs, where negative pairs are created by our auto-
augmentation method. This paradigm leads to extracting dis-
criminatory representations for the inlier distribution, which
will be utilized during test time for detecting outliers. We
also combine contrastive loss with cross-entropy loss to im-
prove the contrastive learning process. The cross-entropy
loss for a batch of examples B and its corresponding hard
augmentation B̄ = {x̄i | x̄i = Γ(xi)}Bi=1 can be defined as:

LCE(B, B̄) =
∑B

i=1 log(P(y = 1 |xi)) + log(P(y = 0 | x̄i)), (12)

where P(y = c |x) = softmax(hω(fθ(x)))[c] is the prob-
ability assigned by the binary classification head hω with
softmax being the softmax function and v[k] denoting the
k-th element of vector v. Combining the two loss terms (12)
and (11), our proposed loss is as follows:

LUNODE = Lcon(B) + λ.LCE(B, B̄),

where λ is a hyperparameter which we set to 1.

3.3. Evaluation Step

Given the representation z(.) learned by our proposed train-
ing objective, we define score functions for detecting outliers
by incorporating the projection of the encoder gϕ(fθ(.))
and binary head hω(fθ(.)) components. Specifically, we
leverage similarity in the feature space and the probability
assigned by the binary head as the OOD score.

Intuitively, the contrastive loss increases the similarity
between samples from the inlier distribution. Meanwhile,
the binary head assigns a higher probability of being an inlier
to test samples from the inlier distribution. Therefore, inlier
samples will have more similar representations and higher
inlier probabilities. In contrast, OOD samples will have more
distinct representations and lower inlier probabilities. The
score functions combine these two indications of differing
sample distributions to effectively detect anomalies Finally,
our detection score is composed of (13) and (14):

Osim(x;Dtrain
in ) := max

1≤i≤N
{⟨ẑ(x), ẑ(xi)⟩} , (13)

Obin−OOD(x) = P (y = 1 |x; f, h), (14)

Oours(x;Dtrain
in ) = Osim(x;Dtrain

in ) + λ ·Obin−OOD(x).
(15)

where λ is a balancing term to scale the scores computed
based on the training set. More details are in appendix C.

4. Experiments
In this section, we compare our method against several
representative novelty detection methods in the literature.

We evaluate the methods on various image ND datasets in-
cluding common datasets such as CIFAR-10, CIFAR-100,
MNIST, EMNIST-Letters, Fashion-MNIST, SVHN, indus-
trial datasets like MVTecAD, FGVC-Aircraft, and medical
datasets such as Head CT - hemorrhage, and ISIC 2018
[8, 27]. Full details about the datasets are presented in Ap-
pendix B. We conduct experiments on four different bench-
mark settings: 1) standard one-class setting, 2) corrupted
one-class setting, 3) unlabeled, and 4) labeled multi-class
setting, as indicated in the following subsections.
Evaluating on standard datasets (one-class setting). To
test transferability, we evaluated our method on multiple
datasets in a one-class setting. In this setting, each class is
treated as the inlier, while the other classes are outliers. We
repeated the experiment for every class and averaged the
results to get the final score on each dataset. Our method
achieves strong performance across diverse datasets, as seen
in Table 1, demonstrating its transferability across varying
data distributions.
Evaluating on corrupted datasets (one-class setting). In
this setting, we expose various datasets to multiple types of
corruption, e.g. blur, and report the performance of each
method on the corrupted datasets. These corruptions sim-
ulate shifts in the test set that occur naturally. Therefore,
performance in this setting indicates the generalizability of
the method. The results shown in Table 2, reveal the ro-
bustness of our method to these kinds of perturbations, and
therefore, strong generalizability. Further details about these
corrupted datasets can be seen in Appendix B.
Extension for unlabeled multi-class setting. For this setup,
the in-distribution is an unlabeled multi-class dataset, while
the out-of-distribution are separate external datasets. We use
unlabeled CIFAR-10 and CIFAR-100 as the in-distribution
in different experiments. As seen in Table 3a, our method
outperforms its rivals in many multi-class cases. Further
details can be found in Appendix B.
Extension for supervised setting. We also evaluated our
method in a supervised setting, comparing it to other un-
supervised techniques that can leverage labels. As seen by
comparing Tables 3a and 3b, our approach effectively utilizes
supervision to improve performance. On both CIFAR-10
and CIFAR-100, our supervised scores surpass unsupervised
results and other methods in most cases. For example, on
CIFAR-10 vs CIFAR-100 our AUROC increases from 92.4
% to 93.7% with supervision. This highlights our method’s
ability to incorporate labels for enhanced novelty detection.
See Appendix B for additional experimental details.

Additional experiments, including an ablation study on
different backbone architectures and extra datasets, can be
found in Appendix F.
Implementation details. We train two WideResNet-50-
2 models [48] in PyTorch - one randomly initialized and
one pre-trained on ImageNet by first training on ImageNet-
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Table 1. Comparison of AUROC (%) for different novelty detection methods across datasets. The table shows the mean and variance
in performance across all datasets (last row). The top two performing methods for each dataset are highlighted in bold and underline
respectively. Overall, our proposed method achieves an 8% improvement in mean AUROC compared to prior state-of-the-art methods.
Additionally, our method reduces the variance in performance of state-of-the-art methods by 50% across datasets.

DATASET
FROM SCRATCH PRE-TRAINED

DEEPSVDD GT MHROT CSI
UNODE

DN2 MSAD PANDA FITYMI FASTFLOW PATCHCORE RECONTRAST
UNODE

(ours) (ours)

L
ow

-R
es

CIFAR-10 64.8 86.0 90.1 94.3 95.4 92.5 97.2 96.2 99.1 66.7 67.2 84.1 96.9

CIFAR-100 67.0 78.7 80.1 89.6 94.4 89.3 96.4 94.1 97.8 64.2 64.1 84.0 93.6

MNIST 94.8 98.0 98.9 96.0 97.4 95.7 96.0 98.0 75.2 74.8 83.2 97.4 99.0
EMNIST-Letters 94.1 96.3 97.4 93.9 98.4 96.8 95.7 96.2 86.5 73.5 81.0 95.7 98.1

FashionMNIST 84.8 93.5 93.2 94.2 94.2 94.4 94.2 95.6 79.9 68.3 77.4 92.4 93.4

SVHN 60.3 87.5 89.1 96.0 96.3 56.2 63.1 57.4 65.3 56.2 52.1 65.6 91.0

H
ig

h-
R

es

MVTecAD 67.0 66.4 65.8 65.6 95.3 81.4 87.2 86.5 50.8 99.4 99.6 99.5 95.9

HeadCT 62.5 51.8 54.3 60.9 89.6 64.0 59.4 64.5 70.1 80.9 75.5 84.1 84.7

FGVC 54.6 64.9 63.7 64.4 80.2 79.5 79.8 77.7 88.7 56.3 58.5 65.5 82.9

ISIC2018 64.1 68.4 70.6 71.4 83.6 76.7 78.9 74.5 82.8 81.6 78.9 90.1 86.1

Mean ↑ 71.4 79.2 80.3 82.3 92.5 82.7 84.8 84.1 79.6 72.2 73.8 85.8 92.2
STD ↓ 13.6 14.8 14.9 14.2 5.8 13.2 13.4 14.0 14.1 12.4 13.0 11.5 5.5

Table 2. Comparison of AUROC (%) for different novelty detection methods on datasets corrupted with various types of corruption (e.g.,
Fog, Snow, Digital Noise)

DATASET
FROM SCRATCH PRE-TRAINED

DEEPSVDD GT MHROT CSI
UNODE

DN2 MSAD PANDA FITYMI FASTFLOW PATCHCORE RECONTRAST
UNODE

(ours) (ours)

L
ow

-R
es

CIFAR-10-C 58.1 53.5 54.8 83.6 88.9 83.4 82.7 84.0 75.8 54.9 57.8 65.3 89.2
CIFAR-100-C 52.4 50.0 51.9 78.4 84.5 73.1 79.7 80.3 64.2 52.6 54.6 61.2 85.2
MNIST-C 53.7 52.6 51.1 84.2 86.0 88.4 61.8 67.2 60.5 63.9 65.0 76.8 89.5
FMNIST-C 51.6 54.2 53.5 68.0 71.8 75.6 71.3 76.2 78.4 57.1 62.8 65.0 69.4

EMNIST-Letters-C 58.3 50.0 52.9 80.4 85.3 78.9 66.2 73.5 76.1 68.2 64.9 76.7 83.2

SVHN-C 52.9 51.8 50.0 90.2 91.5 51.2 54.3 52.0 54.6 50.3 51.8 52.6 88.5

Mean ↑ 54.5 52.0 52.4 80.8 84.7 75.1 69.3 72.2 68.3 57.8 59.5 66.3 84.2

Table 3. Comparison of AUROC percentages for different anomaly detection methods when trained on CIFAR-10 and CIFAR-100 datasets.
The AUROC metric represents the model’s ability to discriminate between normal and anomalous instances, with higher values indicating
better performance. This table showcases the robustness and effectiveness of each method, under both labeled and unlabeled settings.

(a) Unlabeled settings

IN OUT
METHOD

CSI MSAD PANDA UNODE (ours)

C
IF

A
R

-1
0 CIFAR-100 89.0 79.6 67.1 92.4

SVHN 99.7 94.9 63.6 97.0
MNIST 94.9 99.3 97.8 99.4
FashionMNIST 96.4 99.2 98.1 99.7
ImageNet30 87.5 83.7 74.7 93.8

C
IF

A
R

-1
00

CIFAR-10 56.2 61.4 50.4 72.5
SVHN 97.8 86.6 49.9 83.3
MNIST 65.8 70.4 86.8 93.6
FashionMNIST 85.4 97.5 93.0 99.2
ImageNet30 68.4 71.6 64.5 84.4

(b) Labeled settings

IN OUT
METHOD

CSI SSD SUPSIMCLR UNODE (ours)

C
IF

A
R

-1
0 CIFAR-100 92.1 90.6 88.6 93.7

SVHN 97.4 99.6 97.3 98.0
MNIST 96.1 93.5 94.8 99.5
FashionMNIST 94.6 91.8 92.5 98.4
ImageNet30 90.0 88.4 87.0 94.7

C
IF

A
R

-1
00

CIFAR-10 53.2 56.4 51.1 76.6
SVHN 90.5 87.3 89.4 87.0
MNIST 82.1 76.4 75.8 91.2
FashionMNIST 89.6 85.0 86.9 94.5
ImageNet30 70.6 68.2 66.7 84.6

21k and then fine-tuning on ImageNet-1k. Both models are
trained for 1000 epochs using a LARS [46] optimizer with
an initial learning rate of 0.1 and 10 warmup steps. See
Appendix C for full implementation details.

5. Ablation Study

We conducted an ablation study to evaluate the impact of
each component of our method. This included replacing Au-
toAugOOD with alternative hard transformations, revising
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Original

Real Outliers Real Outliers

Rotation CutPaste Original Rotation CutPaste

MVTecADCIFAR-10

Figure 5. 2D t-SNE visualizations display feature embeddings
from a pre-trained backbone for the CIFAR-10 and MVTecAD
datasets. These visualizations highlight the distributional shifts
induced by specific augmentation techniques, i.e., Rotation and
CutPaste. In the CIFAR-10 dataset, particularly within the car
class, the Rotation augmentation forms distinct clusters, underscor-
ing its capability in simulating outlier scenarios. Conversely, for the
bottle class in MVTecAD, the CutPaste augmentation is notably
effective, accurately mimicking the behavior of real outliers.

our training objectives, and modifying the detection score.
To assess the effectiveness of AutoAugOOD, we replaced
it with common fixed hard augmentations [12, 25, 49] (e.g.,
rotation), and also included the AutoAugment method [9],
which is proposed for improving classification. Additionally,
we considered FakeD [28]. The results of these compar-
isons are shown in Table 4. Moreover, Table 5 evaluates the
individual impact of each component in our final training
objective (3.2), which includes both contrastive and classi-
fication losses. Finally, Table 6 presents an evaluation of
the individual effects of each component (14), (13) in our
final novelty score (15). Additional details about the ablation
studies are provided in Appendix D.

6. Related Work
Novelty detection with pre-trained models. Several works
have leveraged pre-trained networks on the ImageNet dataset
as anomaly detectors. These methods aim to detect inlier and
outlier data by utilizing the rich feature spaces of pre-trained
models. For instance, methods like PaDiM [11], MSAD [33],
and DN2 [4] extract inlier features using a pre-trained model,
then utilize techniques like kNN and GMM to compute the
distance of test inputs to the inlier set, using this distance as
an anomaly score.

Table 4. This table presents an ablation study where AutoAugOOD
in our method is replaced with alternative hard augmentations. The
results, reported as AUROC%, demonstrate AutoAugOOD’s superi-
ority across various datasets compared to other hard augmentations.
The None setting refers to training our method without incorporat-
ing negative data and applying contrastive learning solely on the
inlier set.

Dataset NONE ROTATE CUTOUT CUTPASTE MIXUP FAKED AUTOAUGMENT AUTOAUGOOD

MNIST 95.7 98.5 87.9 98.6 94.1 96.9 91.0 99.0
CIFAR-10 91.4 87.9 78.4 83.9 93.6 83.0 83.1 96.9
MVTecAD 59.4 64.3 68.2 95.0 69.8 63.1 62.3 95.9

Mean ↑ 77.2 83.6 78.2 83.6 85.8 81.0 78.7 97.3

Table 5. This table presents an ablation study in which each com-
ponent of the loss function was removed for comparison. Subse-
quently, the method was trained and evaluated, with the results
presented as AUROC%.

Loss AUROC (%)

Cls. Con. MNIST CIFAR-10 SVHN MVTecAD

Lcon - ✓ 86.9 76.4 73.6 61.0
LCE ✓ - 96.8 94.1 77.3 82.0
LUNODE ✓ ✓ 98.7 96.6 83 95.8

Table 6. This table presents an ablation study where each compo-
nent of the detection score was removed for comparison during test
time. The results are presented as AUROC%.

Score AUROC (%)

Cls. Con. MNIST CIFAR-10 SVHN MVTecAD

Osim - ✓ 97.5 85.4 74.3 74.4
Obin−OOD ✓ - 98.7 96.7 80.7 95.4
OUNODE ✓ ✓ 99.0 96.6 83.3 95.9

Self-supervised learning based methods. Instead of re-
lying on supervision like transfer learning, self-supervised
techniques are employed to extract useful features for nov-
elty detection. These methods primarily involve defining
an auxiliary task as their objective. For example, the GT
[14] and MHROT [19] methods aim to predict the degree
of rotation of inputs. Another promising self-supervised
approach is contrastive learning, which has been utilized by
methods like CSI [42] for novelty detection. However, the
performance of these methods is limited to datasets where
samples are rotation-variant, such as CIFAR-10, and they
are less applicable to other datasets like MVTecAD, where
data is rotation-invariant.

7. Conclusion
Current novelty detection methods struggle with generaliza-
tion due to rigid biases. Our contrastive learning framework
with probabilistic negative pair generation enhances flexibil-
ity, significantly improving performance in various detection
scenarios. This approach establishes a new benchmark in
universal anomaly detection, promising for real-world appli-
cations.
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