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Abstract

Establishing dense anatomical correspondence across
distinct imaging modalities is a foundational yet challeng-
ing procedure for numerous medical image analysis stud-
ies and image-guided radiotherapy. Existing multi-modality
image registration algorithms rely on statistical-based sim-
ilarity measures or local structural image representations.
However, the former is sensitive to locally varying noise,
while the latter is not discriminative enough to cope with
complex anatomical structures in multimodal scans, caus-
ing ambiguity in determining the anatomical correspon-
dence across scans with different modalities. In this pa-
per, we propose a modality-agnostic structural represen-
tation learning method, which leverages Deep Neighbour-
hood Self-similarity (DNS) and anatomy-aware contrastive
learning to learn discriminative and contrast-invariance
deep structural image representations (DSIR) without the
need for anatomical delineations or pre-aligned training
images. We evaluate our method on multiphase CT, ab-
domen MR-CT, and brain MR TIw-T2w registration. Com-
prehensive results demonstrate that our method is supe-
rior to the conventional local structural representation and
statistical-based similarity measures in terms of discrim-
inability and accuracy.

1. Introduction

Determining anatomical correspondence between multi-
modal data is crucial for medical image analysis and clin-
ical applications, including diagnostic settings [33], sur-
gical planning [!, 57] and post-operative evaluation [39].
As a vital component for modern medical image analysis
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Figure 1. Visualization of feature similarity between the marked
feature vector (red dot) of the image and all feature vectors of
augmented images using the convolutional neural network with-
out pertaining (CNN), Modality Independent Neighbourhood De-
scriptor (MIND), and our proposed Deep Neighbourhood Self-
similarity (DNS). Our method captures the contrast invariant and
high discriminability structural representation of the image, reduc-
ing the ambiguity in matching the anatomical correspondence be-
tween multimodal images.

studies and image-guided interventions, deformable multi-
modal registration aims to establish the dense anatomical
correspondence between multimodal scans and fuse infor-
mation from multimodal scans, e.g., propagating anatom-
ical or tumour delineation for image-guided radiotherapy
[30]. Since different imaging modalities provide valuable
complementary visual cues and diagnosis information of
the patient, precise anatomical alignment between multi-
modal scans benefits the radiological observation and the
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subsequent downstream computerized analyses. However,
finding anatomical correspondences between homologous
points in multimodal images is notoriously challenging due
to the complex appearance changes across modalities. For
instance, in multiphase abdomen computed tomography
(CT) scans, the soft tissues can be deformed due to grav-
ity, body motion, and other muscle contractions, resulting
in an unavoidable large non-linear misalignment between
subsequent imaging scans. Moreover, anatomical structures
and tumours in multiphase CT scans show heterogeneous
intensity distribution across different multiphase contrast-
enhanced CT scans due to the intravenously injected con-
trast agent during the multiphase CT imaging.

Despite there being vast research studies [7, 11, 23, 28,

, 35, 39, 50] on deformable image registration, most of
these are focused on the mono-modal registration settings
and rely on intensity-based similarity metrics, i.e., nor-
malized cross-correlation (NCC) and mean squared error
(MSE), which are not applicable to the multimodal regis-
tration. Recently, several methods have proposed to learn
an inter-domain similarity metric using supervised learn-
ing with pre-aligned training images [14, 25, 44]. However,
the perfectly aligned images and the ideal ground truth de-
formations are often absent in multimodal medical images,
which limits the applicability of these methods.

Historically, a pioneering work of Maes et al. [32] uses
mutual information (MI) [55] to perform rigid multimodal
registration. Nevertheless, for deformable multimodal reg-
istration, many disadvantages have been identified when us-
ing the MI-based similarity measures [45]. Specifically, MI-
based similarity measures are sensitive to locally varying
noise distribution but not sensitive to the subtle anatomical
and vascular structures due to the statistical nature of MI.

As an alternative to directly assessing similarity or MI
on the original images, structural image representation ap-
proaches have gained great interest for deformable multi-
modal registration. By computing the intermediate struc-
tural image representation independent of the underlying
image acquisition, well-established monomodal optimiza-
tion techniques can be employed to address the multimodal
registration problem. A prominent example is the Modality-
Independent Neighbourhood Descriptor [17], which is mo-
tivated by image self-similarity [48] and able to capture the
internal geometric layouts of local self-similarities within
images. Yet, such local feature descriptors are not ex-
pressive and discriminative enough to cope with complex
anatomical structures in abdomen CT, exhibiting many lo-
cal optima, as shown in Fig. 1. Therefore, it is often jointly
used with a dedicated optimization strategy or requires ro-
bustness initialization.

In this paper, we analyze and expose the limitations
of self-similarity-based feature descriptors and mutual
information-based methods in multi-modality registration.

We depart from the classical self-similarity descriptor and
propose a novel structural image representation learning
paradigm dedicated to learning expressive deep structural
image representations (DSIRs) for deformable multimodal
registration. Our proposed method reduces the multimodal
registration problem to a monomodal one, in which ex-
isting well-established monomodal registration algorithms
can be applied. To the best of our knowledge, this is
the first modality-agnostic structural representation learn-
ing approach that learns to capture DSIR with high discrim-
inability from multimodal images without using perfectly
aligned image pairs or anatomical delineation.

The main contributions of this work are as follows:

* we propose a novel self-supervised deep structural repre-
sentation learning approach for multimodal image regis-
tration that learns to extract deep structural image repre-
sentation from standalone medical images, circumventing
the need for anatomical delineations or perfectly aligned
training image pair for supervision.

» we introduce the Deep Neighbour Self-similarity (DNS),
which can capture long-range and complex structural in-
formation from medical images, addressing the ambiguity
in classical feature descriptors and similarity metrics.

* we propose a novel contrastive learning strategy with
non-linear intensity transformation, maximizing the dis-
criminability of the feature representation across anatom-
ical positions with homogeneous and heterogeneous in-
tensity distribution.

* we demonstrate that the proposed deep structural im-
age representation can be adapted to a variety of well-
established learning-based and iterative optimization reg-
istration algorithms, reducing the multimodal registration
problem to a monomodal registration problem.

We rigorously evaluate the proposed method on three
challenging multimodal registration tasks: liver multiphase
CT registration, abdomen magnetic resonance imaging
(MR) to CT registration, and brain MR T1w-T2w regis-
tration. Results demonstrate that our method is capable of
computing highly expressive and discriminative structural
representations of multimodal images, reaching the state-
of-the-art performance of conventional methods solely with
a simple gradient decent-based optimization framework.

2. Related Work

Multi-modal image registration. In general, multi-
modal registration methods can be divided into three cat-
egories: statistical-based, structural representation-based
and deep learning-based methods.

Prominent examples of statistical-based methods use in-
formation theory and optimize joint voxel statistics, such
as minimizing the MI or normalized mutual information
(NMI) as similarity measures for multi-modal registra-
tion [3, 4, 52]. These approaches aim to estimate a solution
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that minimizes the entropy of the joint histogram between
image pairs for rigid registration. However, as evidenced in
[45], MI-based similarity measures are restricted to measur-
ing the statistical co-occurrence of image intensities, which
are not extendable to the co-occurrence of complex patterns,
such as subtle structural information of soft tissues and vas-
cular structures in medical images, and are sensitive to lo-
cally varying noise distribution, which is not ideal for de-
formable multi-modal registration.

To circumvent the limitation of statistical-based meth-
ods, another common strategy is to project multimodal im-
ages into common intermediate structural representations or
measure the misalignment through the modality-invariant
similarity metrics [12, 27, 29]. Prominent examples include
MIND [17, 18, 20], attribute vectors [49] and Linear Corre-
lation of Linear Combination (LC?) [56] that are designed
to capture a dense structural image representation of multi-
modal images that are independent of the underlying image
acquisition. However, these local structural representations
are often not sufficiently discriminative and expressive to
drive a non-rigid registration with many degrees of free-
dom, not differentiable or expensive to compute. As such,
these local structural representations are often used in con-
junction with robust optimization methods, e.g. discrete op-
timization [19] and Bound Optimization by Quadratic Ap-
proximation [46], or requiring robust rigid initialization.

Deep learning-based image registration (DLIR) meth-
ods have demonstrated remarkable results on diverse mono-
modal and multi-modal registration tasks, as evidenced by
tremendous registration benchmarks [10, 22]. However,
the success of recent DLIR approaches has largely been
fueled by the supervision of anatomical segmentation la-
bels [42, 60] or the supervision of perfectly aligned multi-
modal images [14, 25, 44]. The absence of pre-aligned mul-
timodal medical images and dependence on segmentation
labels further restricts their generalizability across differ-
ent anatomies or modalities. In contrast to the mainstream
DLIR and learning-based structural representation methods,
our proposed method is fully self-supervised, which cir-
cumvents the need for anatomical delineations or perfectly
aligned multi-modal images.

Contrastive learning in image registration. Motivated
by the success of contrastive learning in visual represen-
tation learning [8, 15, 21], several methods [5, 26, 58]
adopt contrastive learning to extract anatomical structural
embedding for monomodal registration. Contrastive learn-
ing focuses on extracting discriminative representations by
contrasting positive and negative pairs of instances [16].
These methods use noise contrastive estimation (NCE) [54],
learning an anatomical structural representation where the
feature vectors from the same anatomical location are
brought together, in contrast to feature vectors from differ-

ent anatomical locations. Nevertheless, the learned anatom-
ical structural representations of these methods are not con-
trast invariance, hence, incapable of multimodal registra-
tion. Apart from learning structural representation, a re-
cent work [9] directly minimizes the PatchNCE [43] loss
for brain MR T1w-T2w registration. Yet, minimizing the
PatchNCE is identical to maximizing a lower bound on mu-
tual information between corresponding spatial locations in
the feature maps, which inherits the limitation of MI in de-
formable registration.

3. Method
3.1. Problem Setup and Overview

Let F, M be fixed and moving volumes defined over a n-D
mutual spatial domain 2 C R™. For simplicity, we fur-
ther assume that F' and M are three-dimensional, single-
channel, and grayscale images, i.e., n = 3 and Q C R3.
In this paper, we aim to extract DSIRs of F and M, i.e.,
Dy and Dy, with high discriminability such that only
the cosine similarity of two feature vectors in the identi-
cal anatomical location z, i.e., Dg(2) and Dyg(x), or with
similar structural information is maximised. To this end, we
introduce a Modality-Agnostic deep Structural Represen-
tation Network (MASR-Net, Sec. 3.2) and anatomy-aware
contrastive learning paradigm (Sec. 3.3), followed by a mul-
timodal similarity metric formulation with DNS (Sec. 3.4).

The overview of MASR-Net and anatomy-aware con-
trastive learning paradigm is illustrated in the lower and
upper panels of Fig. 2, respectively. Our network first
computes the image feature with an encoder-decoder net-
work, extracts the deep structural information from the fea-
ture map with the DNS extractor, and encodes them with
the feature squeezing module. The proposed network is
trained with non-linear intensity transformation, followed
by anatomy-aware contrastive learning. With these compo-
nents, the complex structural and anatomical location-aware
information are well reflected in the resulting deep interme-
diate structural representation.

3.2. Modality-Agnostic Deep Structural Represen-
tation Network

Feature extraction. We first leverage a feed-forward 3D
convolutional neural network (CNN) to extract the image
feature h for the input image I. The proposed CNN net-
work is built with a 4-level encoder-decoder structure with
skip connection [47], which is composed of 3D convolution
layers, LeakyReLU activations [3 1] and uses BlurPool [01]
and trilinear interpolation for downsampling and upsam-
pling, respectively, resulting in a maximum striding factor
of 8. The network takes the input image I € REC*H*xWxD
and outputs an image feature map h € RE*H*XWxD The
details of the network are shown in supplementary material.
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Figure 2. Overview of the Modality-Agnostic Deep Structural Representation Network (MASR-Net) and anatomy-aware contrastive
learning paradigm. For brevity, we visualize the 3D feature maps in a 2D aspect. Only negative pairs of the first feature vector are shown.

Deep Neighbourhood Self-similarity (DNS). The
vanilla local self-similarity descriptor [48] captures internal
geometric layouts of local self-similarities within images by
computing the pairwise distance between the patch center
and its neighbourhood within a patch at the pixel-level. Yet,
this formulation may be sensitive to the noise presented
in the image, especially for medical images. In contrast,
our proposed DNS is computed at the feature level and
avoids using the patch center for the calculation, capable
of capturing complex structural information of the image
beyond the local neighbour context and less sensitive to the
noise presented in medical images.

Formally, given the feature map h € RExHXWXD of
input image I, a patch centred at z € 2 and a certain neigh-
bourhood layout A/, the proposed deep neighbourhood self-
similarity S is given by:

_ \\2
S(h,x,y):exp (_ZQ'EN(QE) W):yl 7£ Y, (1)

where y,y’ € N (x) defines the neighbour location of .
The denominator o2 is a noise estimator, defined as the
mean of all patch distances, i.e., m Syen(a (h(y) —
h(y'))?, where |\ ()| represents the number of neighbour
voxels in AV (z). We follow [20] to further restrict the pair-
wise distance calculations within the six-neighbourhood (6-
NH) with a Euclidean distance of /2 between them, re-
ducing the computation complexity of DNS, i.e., reduce the
number of unique pair-wise distances from 15 to 12.

To further maximize the discriminability of the com-
puted feature, we compute two sets of DNS from h using

two different neighbourhood layouts, i.e., N" and Ny. We
define N and Ny to be the direct 6-NH and dilated 6-NH
layouts, respectively, as shown in Fig. 2. The DNS of the
two neighbourhood layouts is then concatenated to form a
5-D feature map h® € REXHXWXDX24 " containing the
deep structural information of the feature map h.

Feature Squeezing. To compute a compact, intermediate
DSIR from the 5-D DNS feature map h®, we encode the
high-dimensional 5-D feature map h° into a compact 4D
DNS descriptor using a feature squeezing module. The fea-
ture squeezing module consists of a single-layer linear layer
with C}, perceptions, followed by a feed-forward convolu-
tion head. It first takes the 5-D DNS feature vector h® as
input and encodes it into a compact deep structural embed-
ding h¢ € REXWxDx24 yqing linear projection. The feed-
forward convolution head is composed of two 3D convolu-
tion layers (kernel size = 3%) with LeakyReLU activation
in between the layers. It further encodes the compact deep
structural embedding h° to the DSIR D € R *WxDxCa,

3.3. Anatomy-aware Contrastive Learning

The deep intermediate structural representation D using
DNS is a regional descriptor that is able to capture local
geometric structures in the feature map while suppressing
appearance variation inside it. However, most regions in
the image may share similar local geometric structures or
suffer from image noise, causing ambiguity in matching the
true anatomical correspondence. To further enhance the dis-
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criminability of D, we introduce an anatomy-aware con-
trastive learning paradigm that learns to maximize the sim-
ilarity of the deep structural embeddings of the input im-
age and augmented image at the identical anatomical loca-
tions while penalizing the similarity of that from different
anatomical locations. Our anatomy-aware contrastive learn-
ing is depicted in the upper panel of Fig. 2.

Stochastic non-linear intensity transformation. To
simulate the heterogeneous intensity distribution of the
anatomical structures or lesions across multi-modal scans,
we perform stochastic non-linear intensity augmentation to
the augmented images, as shown in Fig. 2. Specifically,
we employ the Bézier curve [59], which is controlled by
n + 1 random control points P; € R? uniformly sampled
within [0, 1] and a monotonic nonlinear transformation, to
augment the intensity of the augmented image. The mono-
tonicity ensures a one-to-one correspondence between pixel
values, thereby maintaining the geometric structures of the
image. Formally, the Bézier curve B(¢) is defined as:

B(t) - ZL:O Pi : bi,n (t)7 (2)

where P; are the control points, b; ,,(t) are the Bernstein
polynomials, n is the number of control points minus one,
and ¢ ranges from O to 1. Furthermore, to enforce the con-
trast invariant properties to the deep structural embeddings,
we randomly invert the image intensity. The resulting non-
linear intensity transformation is then applied to the image
intensity values as follows:

1oy _ ) BU(®)), ifp>9
](m)_{B(l—I(x)), tp<s “€H O

where p € [0, 1] is the randomly sampled probability and
0 is the threshold for the intensity inversion. The stochas-
tic non-linear intensity transformation diversifies the inten-
sity distribution of the structural information in the training
set while preserving the crucial structural information be-
tween input and augmented image, improving the robust-
ness of the learned deep intermediate structural representa-
tion across different modalities.

Contrastive loss. Let D, D’ denote the DSIR of the input
image I and augmented image I’, respectively. For optimal
contrastive learning, the goal is to maximize the similarity
of D and D’ at identical anatomical locations while penal-
izing the similarity of that from different anatomical loca-
tions. Since I and I’ are originated from the same image,
D(z), D’ (x) are the deep structural embeddings sampled at
identical anatomical locations given any x € () sampled in
the foreground of .

For optimal contrastive learning, we randomly sample
NF feature vectors from D and D, respectively. Let d; =
[|D(i)||2 and d; = ||D’(7)||2 be the unit vector of D(%)
sampled with spatial indice i, where i = 1,..., N*. Indices

in correspondence d; and d; are positive pairs. Similarly,
d; ’and d;, Wherej =1, s N* and j # i, are negative
pairs. The contrastive loss is defined as:

exp(d; - df /)

exp(d; - df /7)+ SN, exp(d - dy /1) |
)

L(d;, df ,d;)=—log

i Yy

3.4. Multimodal Similarity Using DNS

Without the loss of generality, given Dy and D, are the
DSIRs of F' and M estimated by MASR-Net, the multi-
modal image registration problem with DNS can be formu-
lated as:

¢* =arg min0 £sim(wa (DF)7 ¢0(DM (¢9))) +>‘£7"€9 (¢9)7
(%)

where ¢* denotes the optimal displacement field, the
1, 1s a Gaussian smoothing function with variance o,
Lsim(Dr,Dyr(¢g)) denotes the negated cosine similarity
function that quantifies the dissimilarity between the D
and the D/ (¢g) spatially transformed by ¢, and L,.c,(¢) =
|[V||3 represents the smoothness regularization function
that penalizes implausible solution. Our proposed DNS is
differentiable and can be adapted to iterative instance op-
timization methods [40, 51] and learning-based registra-
tion frameworks [6, 35-37]. To exemplify the flexibility of
DSIR, we parameterize the registration function with one
learning-based method, LapIRN [37], and one 3-level non-
rigid instance optimization method (IO) [38], with imple-
mentation details shown in the supplementary material.

4. Experiments
4.1. Data and Pre-processing

Liver Multiphase CT. = We collected a 3D multi-phase
contrast-enhanced liver CT dataset from hospitals in China
to evaluate the inter-patient registration. This dataset con-
sists of 1966 patients with tumors, and each patient con-
tains scans in three phases, i.e., pre-contrast, arterial and
venous phases, acquired from the CT scanner at different
time points after the contrast agent injection. There are large
non-linear deformations and heterogeneous image intensi-
ties across multi-phase CT due to gravity, muscle contrac-
tions, and contrast agent injection. We divided the dataset
into 1886/10/70 cases for training, validation, and test sets.
The liver and tumour masks of the validation and test sets
are manually annotated and checked by a senior radiologist.

Abdomen MR-CT. We evaluated our method on the Ab-
domen MR-CT task of the Learn2Reg challenge 2021 [22].
The dataset comprises 8 sets of paired MR and CT scans and
90 unpaired CT/MR scans, both depicting the abdominal
region of a single patient and presenting notable deforma-
tions. Since there are only limited paired MR and CT scans,
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. Venous < Arterial & Pre-contrast Average Score across Three Tasks
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Table 1. Quantitative results on liver multi-phase CT registration task. X < Y represents the experiment of registering the CT scan in
the Y phase to the CT scan in the X phase of the same patient. 1: higher is better, and |: lower is better. Initial: initial results without
registration. The registration runtime highlighted with an asterisk is reported in CPU time (in seconds).

we only evaluate the iterative optimization-based registra-
tion methods in this task. We use all 8 paired MR and CT
scans as the test set. Each scan has four manually labeled
anatomical structures: liver, spleen, right kidney, and left
kidney. For MASR-Net, we split the 90 unpaired CT/MR
scans into 85 and 5 scans for training and validation sets.

Brain MR T1w-T2w.  We performed atlas-based regis-
tration on BraTS18 © and ISeg19 ¥ datasets [34, 53]. The
training set consists of 135 cases, each with T1-weighted
contrast (T1w) and T2-weighted contrast (T2w) images,
and was resampled to 1mm? isotropic resolution. 10 cases
contain full delineation of anatomical structures, including
grey matter, white matter and cerebrospinal fluid (CSF) for
both T1w and T2w modalities. We randomly select 1 case
from the test set as the atlas and register the remaining 9
cases to the atlas. Similar to Abdomen MR-CT, we only
evaluate iterative optimization-based registration methods
on this task due to the limited training data.

4.2. Implementation

All DLIR methods, i.e., DNS, Voxelmorph, and LapIRN,
are developed and trained using Pytorch. All the meth-

Thttps://www.med.upenn.edu/sbia/brats2018.html
*https://iseg2019.web.unc.edu/

Abdomen MR « CT Brain MR Tlw «» T2w

Method Metric
DSC 1 Trest DSCrie2t DSCroemi T Trest

Initial ~ 3132+17.23 B 5390070 53.90%0.70 -
DEEDs MIND  83.53 +8.58 16521 +25.14* 61.474+0.96 60.70 +0.83 14.45 + 0.54

ANTSs Ml 3943 +£17.67 3854 +£351% 61004100 5280+ 110 1846+ 133
NiftyReg MI 48.60 £31.60 37.88 £10.95% 6390+ 1.10 61.90+0.70 34.75+3.04
10 (ours) DNS 85.61 +5.95 4.52 £ 0.50 62.66 £0.73 6191 £0.66 5.84 £0.54

Table 2. Quantitative results on Abdomen MR-CT and brain MR

T1w-T2w registration tasks. {: higher is better, and |: lower is
better. Initial: initial results in native space without registration.

ods are trained or executed on a standalone workstation
equipped with 8 Nvidia V100 GPUs and an Intel Xeon Plat-
inum 8163 CPU. We adopt the Adam optimizer [24] with a
fixed learning rate of le~* and batch size set to 1 for all
learning-based approaches. For the training of MASR-Net,
we set the number of sampling feature vectors N*, temper-
ature 7, the number of random control points 7, threshold §
and C; to 8196, 0.07, 3, 0.5 and 24, respectively. For the IO
method, we adopt the 3-level multiresolution optimization
strategy and Adam optimizer with a fixed learning rate of
le3 for each level.

4.3. Evaluation metrics and Baselines

To quantify the registration performance, we register each
pair, propagate the anatomical segmentation map using the
resulting transformation, and measure the region of interest
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Figure 3. Example slices of resulting warped images using different registration methods on Liver multiphase CT, Abdomen MR-CT, and
Brain MR T1w-T2w registration tasks. The warped anatomical segmentations are overlayed on the resulting images. Major registration
artefacts are highlighted with yellow arrows. Multiphase CT: tumour (green) and liver (red). Abdomen MR-CT: spleen (green), liver (red),
right kidney (yellow), and left kidney (blue). MR T1w-T2w: grey matter (green), white matter (blue) and cerebrospinal fluid (red).

(ROI) segmentation overlap using the Dice similarity coef-
ficient (DSC). We also measure the 95% percentile of the
Hausdorff distance (HD95) to represent the registration ac-
curacy to the boundary of the ROI structures. As a neg-
ative determinant of the Jacobian at a voxel indicates lo-
cal folding [2], we further compute the percentage of fold-
ings (%]|J| <0) within the deformation field to evaluate the
plausibility of the deformation fields.

We compare our method with three state-of-the-art con-
ventional registration methods (ANTs [4], NiftyReg [52]
and DEEDs [18]) and two learning-based approaches (Vox-
elmorph [6] and LapIRN [41]). Specifically, we use the
ANTSs registration implementation in the publicly available
ANTs software package [3]. Both ANTs and NiftyReg
methods use a four-level multi-resolution strategy with
adaptive gradient descent optimization and MI as the simi-
larity measure. For Voxelmorph and LapIRN, we use offi-
cial implementations and the best hyperparameter reported
in their paper. By default, all learning-based methods are
trained with two similarity metrics (NMI and MIND).

4.4. Results

Intra-subject Liver multiphase CT registration. Ta-
ble 1 shows the results of the Liver multiphase CT registra-
tion. The initial DSC of the registration of venous and arte-
rial CT to pre-contrast (Pre-contrast <— Venous & Arterial)
is the lowest among all directions, implying that there is a
relatively large misalignment between pre-contrast and en-
hanced CT scans. Overall, our proposed method (I0O+DNS
and LapIRN+DNS) achieves the best registration accuracy
in terms of DSC and HD95 over all three registration direc-
tions, suggesting that our method is robust and accurate in

Methods DSC 1 HD95 |

Initial 81.77 £ 16.96 3.96 + 3.66

Backbone network feature (Random initialization) | 75.38 4+ 21.03 5.90 + 5.46
+Deep Neighbourhood Self-similarity 86.50 £ 13.43 (+11.12)  2.79 +2.30 (-3.11)
+Nonlinear Intensity & Contrastive Learning 87.13 £ 12.06 (+0.63) 2.57 £ 1.95 (-0.22)
+Gaussian Smoothing 87.35 £ 12.14 (+0.22)  2.52 4 1.95 (-0.05)

Table 3. Influence of the deep neighbourhood self-similarity and
contrastive learning to the registration model.

multiphase CT registration, especially in the alignment of
tumor region, as shown in the first row of Fig. 3.

Flexibility and versatility. Compared to the results of
LapIRN with different metrics, LapIRN with our DNS
achieves the best overall registration performance in tumor
and organ alignment, showing +2.22 and +0.75 DSC gains
over the one with MIND in tumor and organ alignment,
respectively. More importantly, when comparing the re-
sults of 10 with DNS and MIND, there are significant im-
provements in registration accuracy of both tumor and or-
gan (+4.16 and + 1.72 gains in DSC). The result proves that
our method is more robust and flexible with diverse regis-
tration frameworks than MIND. When using DNS with a
simple iterative gradient optimization, the DSIR of DNS is
more discriminative than MIND and can lead to less am-
biguous matching during the iterative optimization. Be-
sides, although NMI shows comparable DSC in multiphase
CT registration, the qualitative results in Fig. 3 demonstrate
that methods using MI/NMI fail to recover the large non-
linear misalignment in MR-CT registration.

Intra-subject abdomen MR-CT registration. Table 2
depicts the result of abdomen MR-CT registration.

Robust to large deformation. The initial DSC of this task
is relatively low (37.32), indicating there are possible large
spatial misalignments between image pairs. All conven-
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Figure 4. Visualization of the feature similarity maps across different modalities and anatomies. Random Init.. DNS without training.
DNSgmooth: DNS with Gaussian smoothing. Each heatmap shows the similarity of the marked point (red pot) on the source image to every
point in the target image. The feature extracted with our method (DNS and DNSmootn) shows high discriminability at the boundary of liver
tumour (1* row), kidney (2" row) and anatomical structure of brain MR with large intensity variation (3" row).

tional methods (ANTs and NiftyReg) with MI fail spectac-
ularly in this task, suggesting that MI cannot register mul-
timodal images with large deformation. In contrast to MI,
structural image representation-based methods (DEEDs and
DNS) achieve decent results in this task (83.53 and 85.61
DSC, respectively). It is worth noting that our DNS with a
solely simple gradient descent-based optimization strategy
(I0) outperforms DEEDs, which employ a more sophisti-
cated convex optimization.

Inter-subject brain MR T1w-T2w registration. Table 2
shows the results of brain MR T1w-T2w registration.
Contrast invariance. Brain MR T1w and T2w scans show a
huge heterogeneous intensity distribution between anatom-
ical structures across T1w and T2w modalities. Our method
(IO+DNS) achieves on-par registration accuracy with con-
ventional methods (DEEDs, ANTs and NiftReg), boosting
the initial DSC from 53.90, 53.90 to 62.66 and 61.91, re-
spectively, indicating that DNS is robust to contrast change
in multimodal images. The feature similarity of DNS, as
shown in Fig. 4, further suggests that DNS has high dis-
criminability and is robust to images with heterogeneous
intensity distribution.

4.4.1 Ablation Studies

Discriminability of the structural image representations. As
demonstrated in Fig. 4, each heatmap shows the similarity
of the marked point on the source image to every point in the
target image on three multi-modal registration tasks. Our
method produces less ambiguous heatmaps than MIND on
tumor boundaries (1% row) and anatomical structures (2"
and 3" rows), indicating our method is capable of capturing
expressive and discriminative DSIR.

Effect of Deep Neighbourhood Self-similarity and con-

trastive learning. Tab. 3 demonstrates performance met-
rics for different registration models on the multiphase CT
registration task (Pre-contrast <— Venous & Arterial). Al-
though a recent study [13] reported that random features
from CNN could be expressive, the DSIR of random initial-
ize CNN has lower DSC than that of initial, suggesting that
random initialization alone is insufficient for multi-modal
registration. Moreover, there is a significant performance
gain when the DNS module is added to the randomly ini-
tialized CNN (+11.12 DSC), suggesting the effectiveness
of DNS in extracting deep structural information. Compar-
ing the feature similarity analysis of random initialization
(MASR-Net without training) and DNS in Fig. 4, one can
observe that the proposed anatomy-aware contrastive learn-
ing effectively improves the discriminability of the DSIR of
DNS, resulting in high feature similarity centralized in the
true anatomical correspondence and relatively low feature
similarity at the other anatomical structures.

5. Conclusion

This paper proposes a deep structural image representation
learning method dedicated to multi-modality medical im-
age registration. Our method leverages deep neighbourhood
self-similarity to learn highly discriminative, contrast in-
variance structural representations for multimodal images.
Anatomy-aware contrastive learning is introduced to fur-
ther enhance the expressiveness and discriminability of the
learned structural representation, reducing the ambiguity in
matching the true anatomical correspondence between mul-
timodal images. Comprehensive experiments demonstrate
that our method achieves state-of-the-art registration accu-
racy compared with conventional local structural represen-
tations without the need for a dedicated optimizer.
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