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Figure 1. We introduce (a) UHM, which can universally represent arbitrary IDs of hands at a high fidelity. Our adaptation pipeline fits
pre-trained UHM to a phone scan, which produces (b) an animatable authentic 3D hand avatar. Images of (b) are rendered using our
adapted hand avatar with the Phong reflection model and environment maps [7, 11].

Abstract

The authentic 3D hand avatar with every identifiable
information, such as hand shapes and textures, is neces-
sary for immersive experiences in AR/VR. In this paper, we
present a universal hand model (UHM), which 1) can uni-
versally represent high-fidelity 3D hand meshes of arbitrary
identities (IDs) and 2) can be adapted to each person with a
short phone scan for the authentic hand avatar. For effective
universal hand modeling, we perform tracking and model-
ing at the same time, while previous 3D hand models per-
form them separately. The conventional separate pipeline
suffers from the accumulated errors from the tracking stage,
which cannot be recovered in the modeling stage. On the
other hand, ours does not suffer from the accumulated er-
rors while having a much more concise overall pipeline. We
additionally introduce a novel image matching loss function
to address a skin sliding during the tracking and modeling,
while existing works have not focused on it much. Finally,
using learned priors from our UHM, we effectively adapt
our UHM to each person’s short phone scan for the authen-
tic hand avatar.

1. Introduction

We, humans, interact with the world through our hands. We
interact with other people with hand gestures, express our
feelings through hand motions, and interact with objects
with diverse hand poses. The authentic 3D hand avatar with

every identifiable information, including 3D hand shape and
texture, is necessary for immersive experiences in AR/VR.

A 3D hand model is a function that produces a 3D hand
from a 3D pose and identity (ID) latent code. The pose rep-
resents 3D joint angles, and the ID latent code determines
identifiable hand shape (e.g., thickness and size) in the zero
pose or textures (e.g., skin color and fingernail polish). Such
two inputs (i.e., 3D pose and ID code) are used to drive pre-
trained 3D hand models, where the 3D poses can be ob-
tained from 3D hand pose estimators [5, 8, 17, 18, 22, 25]
and ID latent code can be obtained in a personalization
stage [13]. Those two inputs are relatively affordable data
from single or stereo camera setup of in-the-wild environ-
ment than 3D reconstruction [9], which requires at least tens
of cameras. Hence, the 3D hand model is a core component
of the 3D hand avatar.

We present a universal hand model (UHM), which 1) can
universally represent high-fidelity 3D hand meshes of arbi-
trary IDs like Fig. 1 (a) and 2) can be adapted to each per-
son with a short phone scan for the authentic hand avatar
like Fig. 1 (b). For the effective universal hand modeling,
we perform the tracking and modeling at the same time,
while existing 3D hand models [4, 6, 12, 16, 26, 28, 29] rely
on a separate tracking and modeling pipeline. Their track-
ing stage [1, 10] prepares target 3D meshes by non-rigidly
aligning a template mesh to targets, such as 3D joint coordi-
nates, 3D scans, masks, and images. In this way, the track-
ing stage provides 3D meshes with a consistent topology
across all captures. Then, a modeling stage supervises 3D

2029



hand models with the tracked 3D meshes. One of the limi-
tations of such a conventional separated pipeline is that the
tracking errors cannot be recovered in the modeling stage,
which we call error accumulation problem. On the other
hand, as our UHM performs the tracking and modeling at
the same time in a single stage, it does not suffer from the
error accumulation problem while the overall pipeline be-
comes much more concise.

We additionally propose an optical flow-based loss func-
tion to prevent skin sliding during the tracking and model-
ing, while existing 3D hand models have not focused on
it much. Most 3D hand models [16, 28, 29] are simply
trained by minimizing per-vertex distance against tracked
3D meshes, and the tracking [1, 10] is performed by min-
imizing iterative closest point (ICP) distance against 3D
scans. There could be a number of correspondences be-
tween 3D scans and 3D meshes from the 3D hand models
as they do not share the same mesh topology. Therefore,
without proper objective functions, some vertices of the 3D
hand models could slide to semantically wrong positions.
For example, although a group of vertices is supposed to
be consistently located at the thumbnail across all captures,
due to the ambiguity of the ICP loss, they could be slid to
the below of the thumbnail. To address this, we propose an
image matching loss function, which minimizes the norm
of the optical flow between our rendered images and cap-
tured images. The optical flow provides image-level cor-
respondences, especially useful for distinctive hand parts,
such as fingernails and wrinkles on the palm. As we use a
deep optical flow estimation network [30], which can rec-
ognize contextual information of images, the optical flow
provides semantically meaningful correspondences, while
the ICP loss does not.

Most importantly, we introduce an effective pipeline for
adapting our UHM to each person with a short phone scan,
which gives the authentic hand avatar. We found that ex-
isting works [13] produce plausible outputs, but they lack
authenticity, for example, slightly different 3D hand shapes
from the target hand. On the other hand, with the help of
useful priors from the tracking and modeling stage, we suc-
cessfully achieve highly authentic results.

Our contributions can be summarized as follows.

e We present UHM, a 3D hand model that can 1) univer-
sally represent high-fidelity 3D hand meshes of arbitrary
IDs and 2) be adapted to each person with a short phone
scan for the authentic 3D hand avatar.

e UHM performs the tracking and modeling at the same
time, while existing models perform them separately, to
address the accumulated errors from the modeling stage.

* We propose a novel image matching loss function to ad-
dress the skin sliding problem during the tracking and
modeling.

* We propose an effective adaptation pipeline for the au-

thentic hand avatar, which utilizes useful priors from the
tracking and modeling stage.

2. Related works

3D hand models. Universal 3D hand modeling aims to
train a 3D hand model that can universally represent 3D
hands of arbitrary IDs. MANO [29] is one of the pioneers
in universal 3D hand modeling, and it is the most widely
used one. NIMBLE [16] is a 3D hand model that consists
of bones, muscles, and skin mesh. LISA [6] is based on
the implicit representation, motivated by neural radiance
field [20]. Handy [28] is a high-fidelity 3D hand model
that follows a formulation of MANO. Due to the difficulty
of universal modeling and collecting large-scale data from
multiple IDs, there have been introduced several personal-
ized 3D hand models. Those personalized 3D hand models
can only represent a single ID of the training set and cannot
represent novel IDs. DHM [23] is a high-fidelity personal-
ized 3D hand model. LiveHand [26] and HandAvatar [4] are
based on the implicit 3D representation of hands, inspired
by neural radiance field [20]. RelightableHands [12] is a
relightable personalized 3D hand model.

Compared to the above 3D hand models, our UHM
has three distinctive advantages. First, UHM performs the
tracking and modeling at the same time to address the er-
ror accumulation problem from the tracking stage. Second,
we introduce a novel image matching loss function to ad-
dress the skin sliding issue during the tracking and model-
ing. Finally, ours can produce authentic hand avatar from a
phone scan, while previous models [4, 6, 26] require accu-
rate 3D keypoints and MANO registrations of capture stu-
dio datasets [24]. In addition, their texture modules produce
images of studio space [23, 24], which has a big appear-
ance gap from phone capture images. The texture module
of Handy [28] fails to replicate person-specific details, such
as fingernail polish and tattoos, due to the limited expres-
siveness of their latent space.
3D hand avatar from a phone scan. Creating a 3D hand
avatar from a short phone scan has been started to be studied
recently. The 3D hand avatar should 1) be personalized to a
target person with authenticity including 3D hand shape and
texture and 2) be able to be driven by 3D poses. Previous
works [4, 6, 26] created a 3D hand avatar from a long cap-
ture from a studio [23, 24] using accurate 3D assets, such as
3D tracking results and calibrated multi-view images. As-
suming such 3D assets is a bottleneck for making a 3D hand
avatar in our daily life as capturing and acquiring such 3D
assets require lots of resources, such as tens or hundreds of
calibrated and synchronized cameras. Recently, HARP [13]
is introduced, which can make a 3D hand avatar from a
short phone scan. It uses subdivided MANO [29] as an
underlying geometric representation and optimizes albedo
and normal maps for personalization. Compared to HARP,
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Figure 2. The effectiveness of the correctives.

our adaptation pipeline produces more authentic results by
utilizing priors from our UHM.

3. UHM
3.1. Formulation

We use the linear blend skinning (LBS) as an underlying
geometric deformation algorithm following previous mesh-
based ones [16, 23, 28, 29]. Given 3D vertices and 3D joint
coordinates in the zero pose space (i.e., template space), de-
noted by J and V respectively, we apply various correc-
tives to them and perform LBS to apply the 3D pose to the
zero pose space. Fig. 2 shows the effects of the correctives.
There are three types of correctives: ID-dependent skele-
ton corrective AJ'Y, ID-dependent vertex corrective AV9,
and pose-and-ID-dependent vertex corrective AVP¢, The
ID-dependent skeleton corrective AJ¢ and ID-dependent
vertex corrective AV are to model different 3D skele-
ton (e.g., bone lengths) and 3D hand shapes (e.g., thick-
ness) in the zero pose space, respectively, for each ID.
The pose-and-ID-dependent vertex corrective AVP€ is to
model different surface-level deformation mainly driven by
3D poses. We additionally consider ID to model slightly
different pose-dependent vertex corrective for each ID. To
perform LBS, we first perform forward kinematics (FK)
with J 4+ AJ¢ and provided 3D pose © to get transfor-
mation matrices of each joint. We denote 3D joint coordi-
nates from FK by J. Then, we apply the transformation
matrices to V + AV 4+ AV with pre-defined skinning
weights to get final posed 3D mesh V. Our template mesh
V consists of 16K vertices and 32K faces. All three types
of correctives are estimated in our pipeline.

3.2. Components

Fig. 3 shows the overall pipeline of our UHM. UHM con-
sists of IDEncoder, IDDecoder, PoseEncoder, and PoseDe-
coder. Please refer to the supplementary material for their
detailed network architectures.
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Figure 3. The overall pipeline of the proposed UHM. The esti-
mated correctives (dotted green box at the bottom) are applied to a
template mesh to refine it. Then, LBS is used to pose the template
mesh.

coder are encoder and decoder of variational autoencoder
(VAE) [14], respectively, responsible for learning priors of
the ID space. IDEncoder extracts ID code z'¢ € R3? from a
pair of a depth map and 3D joint coordinates of each train-
ing subject using the reparameterization trick [14]. Then,
from the ID code, IDDecoder outputs ID-dependent skele-
ton corrective AJ'Y and ID-dependent vertex correctives
AV, IDEncoder always takes the same inputs for the
same subject during the training, and its inputs are prepared
by rigidly aligning the 3D scan and 3D joint coordinates
of a neutral pose to a reference frame and rendering depth
maps from the aligned 3D scan. In this way, we can normal-
ize pose and viewpoint, not related to the ID information,
from the inputs of the IDEncoder. After the training, the
IDEncoder is discarded as inputs of IDEncoder are not af-
fordable for in-the-wild cases. Instead, we obtain ID codes
from novel samples in testing time by fitting ID codes to
target data (Sec. 6.2 and 6.3).

PoseEncoder and PoseDecoder. PoseEncoder outputs 6D
rotation [35] of joints ® from a pair of a single RGB im-
age and 3D joint coordinates of arbitrary poses and identi-
ties. Unlike IDEncoder’s inputs consist of a single pair of
each subject, PoseEncoder’s inputs are from any poses and
subjects. PoseDecoder outputs pose-and-ID-dependent ver-
tex correctives AVP*¢ from a pair of 6D rotational pose
© and ID code z' with MLPs. As how skin deforms can
be different for each person even with the same pose, our
PoseDecoder takes both pose and ID codes. Please note
that ID-dependent deformations in the zero pose are already
covered in IDDecoder, and the role of the additional ID
code input to PoseDecoder is to model only different pose-
dependent deformations for each ID. Following STAR [27],
we estimate AVP* in a sparse manner with the help of
learnable vertex weights ®. For the same reason as IDEn-
coder, PoseEncoder is discarded after the training. In the
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testing time, we obtain poses from novel samples by fitting
them to target data (Sec. 6.2 and 6.3).

4. Simultaneous tracking and modeling

We train UHM in an end-to-end manner from scratch with
our simultaneous tracking and modeling pipeline. There are
two types of loss functions that we minimize: data terms
and regularizers. We describe our data terms below and
please refer to the supplementary material for the detailed
descriptions of the regularizers.
Pose loss, point-to-point loss, and mask loss. The pose
loss Lpose is a L1 distance between 3D joint coordinates J
and targets. It mainly provides information on kinematic
deformation. The point-to-point loss Ly, is the closest L1
distance 3D vertex coordinates V' and 3D scans. The mask
loss Lmask is a L1 distance between rendered and target fore-
ground masks, where our masks are from a differentiable
renderer [32]. Lyyp and Ly, mainly provides information
of non-rigid surface deformation. For both Lps, and Ly,
we calculate the loss functions between two pairs. First,
we use both correctives (AV4 and AVP®) to obtain V'
and compute the loss functions. Second, we set AVPose (g
zero to obtain V' and compute the loss functions. The sec-
ond one enables us to supervise the ID-dependent corrective
AV without being affected by the pose-and-ID-dependent
corrective AVP%¢ necessary to learn meaningful ID latent
space.
Image matching loss. Solely using the above loss functions
does not encourage vertices to be semantically consistent
across all frames and subjects as both 3D scans and masks
are unstructured surface data. For example, a certain vertex,
supposed to be located on the thumbnail across all frames
and subjects, could slide to a semantically wrong position.
This is because the above loss functions do not encourage
such semantic consistency. For semantic consistency, we
additionally compute an image matching loss, motivated by
[3,33]

First, for each subject, we unwrap multi-view images of
a frame with the neutral pose to UV space, as shown in
Fig. 4 (a), which becomes a reference texture. For the un-
wrapping, we use our 3D meshes, obtained from a check-
point that is trained without the image matching loss. Af-
ter the unwrapping, we have as many reference textures as
there are subjects. The reference textures are static assets
and do not change during the training. Then, we fine-tune
the checkpoint with additional Line. Fig. 4 (b) shows what
Limg does. We first rasterize mesh vertices and render im-
ages [32] using the reference texture (Fig. 4 (a)) in a differ-
entiable way. Then, we compute optical flow from the ren-
dered images to captured images using a pre-trained state-
of-the-art optical flow estimation network [30]. Finally, we
minimize the L1 distance between 1) the 2D positions of the
rasterized mesh vertices and 2) the positions of the target

(a)

(b)

Figure 4. (a) Reference texture. (b) Our image matching loss func-
tion encourages rasterized vertices (orange) to move to the target
positions (green), where the target position is obtained by the op-
tical flow (white arrow).

pixels, where the target pixels are the output of the optical
flow.

Our image matching loss encourages each rasterized
mesh vertex to have consistent semantic meanings from that
of the reference texture, which results in low variance. It
also results in low bias as the reference texture is from the
neutral pose, which has a minimum skin sliding. Please
note that the gradient is only backpropagated to the raster-
ized mesh vertices. The rendered images are not perfectly
identical to captured images as such rendered images do not
have pose-and-view-dependent texture changes and shadow
changes. However, we observed that optical flow is highly
robust to such changes in textures, which gives reasonable
matching between rendered and captured images.

5. Adaptation to a phone scan

After training our UHM following Sec. 4, we adapt it to a
short (usually around 15 seconds) phone scan for the au-
thentic hand avatar. The phone scan includes a single per-
son’s hand with the neutral pose and varying global rota-
tions to expose most of the surface of the hand. During the
adaptation, we freeze pre-trained UHM while optimizing its
1nputs.

5.1. Preprocessing

We use a single iPhone 12 to scan a hand, which incorpo-
rates a depth sensor that can be used to extract better geom-
etry of the user’s hand. Then, we use a 2D hand keypoint
detector (our in-house detector or public Mediapipe [31]) to
obtain 2D hand joint coordinates and RVM [19] to obtain
foreground masks. Also, we use InterWild [21] to obtain
MANO [29] parameters of all frames.

5.2. Geometry fitting

We fit inputs of our pre-trained UHM (i.e., 3D pose ® and
ID code z'9), 3D global rotation, and 3D global translation
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Figure 5. The overall pipeline to remove the shadow from the
phone scan using our ShadowNet.

to the phone scan. The 3D pose, 3D global rotation, and
3D global translation are per-frame parameters, and the ID
code is a single parameter and shared across all frames as
each phone scan is from a single person. For the fitting, we
minimize loss functions against 2D hand joint coordinates,
foreground mask, a depth map, and 3D joint coordinates
from the MANO parameters, where the fitting targets are
from Sec. 5.1. Please refer to the supplementary material
for a detailed description of the fitting.

5.3. Shadow removal

To produce albedo tex-
tures, we need to remove
shadows from our phone Y
scan. Fig. 6 shows that
without removing shad-
ows, the shadow of the
phone capture is baked into
the texture, which makes
significant artifacts in a novel light condition. Without
knowing the full 3D environment map of the phone scan,
it is impossible to perfectly disentangle shadow from the
unwrapped texture. Previous work [13] assumes a single
point light and optimizes it during the adaptation. However,
in most cases, the assumption does not hold as there are of-
ten more than one light source in our daily life. Instead of
using such a physics-based approach, we use a statistical ap-
proach by introducing our ShadowNet. As shown in Fig. 5,
our intuition is modeling shadow as a darkness difference
between a color-calibrated image and a captured image.

ShadowNet. Our ShadowNet estimates shadow map in the
UV space from tiled 3D global rotation, 3D pose ©®, ID
code z, and view direction for each mesh vertex. Given
a fixed 3D environment during the phone scan, the inputs
of our ShadowNet can determine the shadow of the hand.
The ShadowNet is a fully convolutional network with sev-
eral upsampling layers. To encourage smooth shadow, we

(a) With ShadowNet (Ours)  (b) Without ShadowNet
Figure 6. Effectiveness of our
ShadowNet in a novel light
condition.

(a) Albedo (b) Shadow (c) Albedo*Shadow (d) Phone scan
Figure 7. Qualitative results of image’s albedo and shadow de-
composition using our ShadowNet.

(a) Phone scan  (b) Animation with novel poses
Figure 8. Animated hand avatars whose textures are from (a)
phone scan, and geometry is from UHM by passing novel 3D

poses ® and personalized ID code z to it.

perform bilinear upsampling four times at the end of the net-
work. We add a learnable positional encoding to the input
before passing it to our ShadowNet as each texel in the UV
space has its own semantic meaning. We apply a sigmoid
activation function at the end of our ShadowNet. By render-
ing and multiplying our shadow map to an image, we can
make the image darker, which can be seen as a shadow cast-
ing, similar spirit of Bagautdinov et al. [2]. Fig. 7 shows the
qualitative results of our ShadowNet. We randomly initial-
ize our ShadowNet and train to our phone scan. Please refer
to the supplementary material for the detailed architecture.
Optimization. First, we obtain the color-calibrated image,
rendered from a UV texture that has the same color for all
texels. The RGB values (3D vector) of texels are optimiz-
able. Our assumption for the shadow removal is that hands
mostly have uniform skin color, unlike the human body with
different colors in upper and lower body clothes. Please
note that we use the color-calibrated image only for remov-
ing shadow, and our final hand avatar has authentic infor-
mation from any colors.

Then, we multiply the rendered shadow to the color-
calibrated image. We minimize L1 distance and VGG
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Testing sets

3D hand models Ours MANO DHM

MANO [29] 1.44 0.94 1.36
NIMBLE [16] 1.21 0.88 1.22
Handy [28] 1.20 0.78 1.11

UHM (low res.) 0.73 0.76 0.61
UHM (Ours) 0.72 0.75 0.59

Table 1. P2S error (mm) comparison of 3D hand
models on multiple test sets.

# of views of DHM test set

1 view 2views 4 views

LISA [6] 3.68 3.56 3.38
UHM (Ours) 1.63 1.38 1.27

3D hand models

(e) Handy

Table 2. P2S error (mm) comparison on DHM
dataset.

our test set. The first row examples are from the same ID with a sharp hand, and the
second row examples are from another same ID with a thick hand. All the others

are from different IDs.

loss [15] between two pairs at the same time: between 1)
color-calibrated image and captured image and 2) color-
calibrated image with shadow and captured image. In this
way, we can optimize ShadowNet to produce the 1-channel
difference between the captured image and color-calibrated
image following the image intrinsic decomposition formula.
Without proper regularizers, our ShadowNet can consider
all 1-channel differences as a shadow, which is not desir-
able for hair and black tattoos. Hence, we apply a total vari-
ation regularizer to the rendered shadow to model shadow
as a locally smooth darkness changes without locally sharp
ones.

5.4. Texture optimization

Given estimated 3D meshes from Sec. 5.2 and shadow from
Sec. 5.3, we first divide captured images by the shadow and
unwrap them to UV space. Then, we average them con-
sidering the visibility of each texel. We preprocess the un-
wrapped texture with the OpenCV inpainting function to fill
missed texels. To further optimize the unwrapped texture,
we render an image from the unwrapped texture and multi-
ply the rendered shadow to it. Then, we minimize L1 dis-
tance and VGG loss [15] between the rendered image and
captured images for a more photorealistic texture. We addi-
tionally encourage locally smooth textures for missing tex-
els, inpainted by OpenCV. During the texture optimization,
we fine-tune our ShadowNet to make the shadow consistent
with our texture.

5.5. Final outputs

The final outputs of our hand avatar creation pipeline are
1) optimized ID code of UHM z¢ from Sec. 5.2 and 2)
optimized texture from Sec. 5.4. The geometry ID code
gives a personalized 3D hand shape and skeleton, and the
optimized texture provides personalized albedo texture. By

feeding 3D poses from off-the-shelf 3D hand pose estima-
tors [5, 8, 17, 18, 22, 25] with the optimized ID code to pre-
trained UHM, entire mesh vertices can be animated from
the novel poses. Also, simply using the standard com-
puter graphics pipeline, authentic 3D hand avatars can be
rendered with the personalized albedo texture, as shown in
Fig. 8, or with Phong reflection model, as shown in Fig. 1
(b). Our pipeline takes 2 hours for 15 seconds of phone
scan, while HARP takes 6 hours.

6. Experiments
6.1. Datasets

We use the three datasets below to train and evaluate our
UHM.
Our studio dataset. We use 177 captures for the training
and 7 captures for the testing, where each capture includes
18K frames of a unique subject taken from 170 cameras on
average. The testing subjects are not included in the train-
ing set. Please refer to the supplementary material for the
detailed descriptions of our dataset.
Testing set of MANQ. We report 3D errors on the testing
set of MANO, which consists of 50 3D scans from 6 sub-
jects. It is used only for the evaluation purpose.
Dataset of DHM. We report 3D errors on the dataset of
DHM, which consists of 33K 3D scans from a single sub-
ject. We use this dataset only for the evaluation purpose.
We also use the two datasets below to evaluate the adap-
tation pipeline.
Our new phone scan dataset. We newly captured 18
phone scans from unique IDs and use them to evaluate our
adaptation pipeline. We use 4 scans out of 18 scans for the
quantitative evaluations. For the training, frames with neu-
tral poses are used, and for the testing, frames with diverse
poses are used. All the phone scans are preprocessed fol-
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Figure 10. Comparison of various hand avatars on the training set of our

phone scan dataset.

3D hand avatars PSNRT SSIM7 LPIPS|
Handy [28] 26.10 0.930 0.087
HARP [13] 27.50 0.947 0.081
UHM (Ours) 32.55 0.957 0.055

Table 4. Comparison of 3D hand avatars on the test set of HARP
dataset.

lowing Sec. 5.1. Some phone scans have distinctive authen-
ticities, such as fingernail polish and tattoos. Please refer to
the supplementary material for the detailed descriptions of
our dataset.

Dataset of HARP. We report errors in the publicly available
HARP dataset. Please note that they only released a partial
of what they used in paper, and the released one consists of
a single ID. For the quantitative results, we used subject_I
sequence as all other sequences do not have enough pose
diversity, which cannot be used for the testing. Among 9
sub-sequences of subject_I, 1 to 5 are used for the training,
and 6 to 9 are used for the testing.

6.2. Comparison of 3D hand models

We compare the generalizability of pre-trained 3D hand
models to unseen IDs and poses. To this end, we fit inputs of
3D hand models (i.e., pose and ID code) to target data while
fixing the pre-trained 3D hand models. After fitting them to
target data, we measure point-to-surface (P2S) error (mm),
which measures the average distance from points of the 3D
scan to the surfaces of the output meshes. The errors are
measured after fitting inputs of 3D hand models as much as
possible to target data while fixing the models. In this way,
we can check how much fidelity (i.e., surface expressive-
ness) of each hand model is not enough to fully replicate
3D scans after marginalizing fitting errors. For UHM, we
excluded vertices on the forearm when calculating the error
as all others do not have the forearm. We do not include
personalized 3D hand models [4, 12, 23, 26] in the compar-
isons as our focus in this experiment is to compare general-
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Figure 11. Comparison of various hand avatars on the testing set
of our phone scan dataset.
3D hand avatars | PSNRT SSIM?T LPIPS| P2S|
Handy [28] 2602 0930 0.134 221

HARP [13] 29.80 0952  0.092 2.04
UHM (Ours) 31.82 0962  0.076 0.45

Table 3. Comparison of 3D hand avatars on our test set.

izability to unseen poses and IDs, while such personalized
models cannot generalize to novel IDs.

Fig. 9 and Table 1 show that our UHM produces the best
quality of meshes on multiple test sets than other univer-
sal hand models, such as MANO [29], NIMBLE [16], and
Handy [28]. Handy [28] suffers from surface artifacts. For
example, there are severe artifacts around the knuckle area
in the examples at the top three rows and the first column.
Also, there is no muscle bulging around the thumb in the ex-
ample at the bottom and the first column. There is a severe
artifact at the pinky finger in the example in the third row
and the second column. We additionally provide our results
from a low-resolution template, which has half the number
of vertices (3K) than NIMBLE (6K) and Handy (7K) for
a more fair comparison. The table demonstrates that even
with a half number of vertices, ours achieves better fidelity
than NIMBLE and Handy. Table 2 shows that ours achieves
much better results on the DHM dataset than LISA [6].

6.3. Comparison of adaptation pipelines

Fig. 10 and 11 show that our adaptation pipeline
achieves much more authentic and photorealistic results
than HARP [13] and Handy [28]. In particular, the right
column of Fig. 11 shows that only our avatar has skin
bulging around the thumb and sharp knuckle, unseen dur-
ing the training, thanks to our high-fidelity UHM. HARP
suffers from geometry artifacts, which result in texture ar-
tifacts. We think this is because of the limited expressive-
ness of the MANO model. In addition, due to their single
point light assumption, they have a clearly different shadow
from the captured images, as the second row examples of
Fig. 10 show. We address such a failure case by introduc-
ing the ShadowNet. Handy suffers from a lack of texture
authenticity, such as different fingernail polish, tattoos, and
palm wrinkles, as their textures are from pre-defined texture
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(a) Difference of L2 norm of optical flow
(Blue: using image matching has smaller norm
Red: using image matching has bigger norm)

(b) Reference texture

(c) Unwrapped texture
with image matching loss (Ours)

Figure 12. Effectiveness of our image matching loss function.

(d) Unwrapped texture
without image matching loss

space. On the other hand, we unwrap textures and directly
optimize them without being constrained in texture space,
which gives authentic textures. Unlike geometry, there can
be numerous variants in the texture space including shadow,
tattoo, and fingernail polish; hence, we think such texture
prior is not enough for the authenticity.

Tab. 3 and 4 show that our adaptation pipeline achieves
better numbers. For a fair comparison, all avatars in Tab. 3
are trained with the additional depth map loss as our dataset
provides depth maps. For four subjects in our phone scan,
we co-captured studio data, which gives 3D data of them.
To measure the accuracy of the adaptation pipeline more
thoroughly, we measure the P2S error (mm) between per-
sonalized meshes from the phone scan and the 3D scan from
our capture studio. Thanks to our high-fidelity universal
modeling, the proposed UHM clearly achieves the best re-
sult in the 3D metric.

For the results on the testing set, following the previ-
ous protocols [13] that optimizes 3D poses of hands, lights,
and ambient ratio on the testing set, we fine-tune PoseNet
and ShadowNet on the test set. All remaining parameters,
including the ID code and optimized texture, are fixed in
the testing stage following HARP [13]. For the results of
HARP, we used their official code with groundtruth hand
boxes. For the results of Handy, we downloaded their of-
ficial pre-trained weights and optimized 3D pose and tex-
ture latent code using L1 distance and LPIPS [34] follow-
ing their paper. Please refer to the supplementary material
for the detailed fitting process of Handy.

6.4. Ablation study

Image matching loss. To validate the effectiveness of our
image matching loss Ling during the tracking and mod-
eling, depicted in Fig. 4, we first unwrap multi-view im-
ages to UV space using our 3D meshes. Then, we com-
pute optical flow [30] from the reference texture of the neu-
tral pose (Fig. 12 (b)) to the unwrapped per-frame texture.

00000
0]01010]0

Albedo Albedo*shadow Albedo Albedo*shadow
(a) UHM (Ours) (c) HARP

Figure 13. Comparison of rendered images 1) only using albedo
and 2) using both albedo and shadow.

(b) Phone scan

Fig. 12 (a) shows that using our image matching loss Limne
decreases the L2 norm of the optical flow for most texels,
which shows that texels are located in semantically correct
and consistent positions by suffering less from the skin slid-
ing. In particular, texels that have semantically distinctive
locations, such as wrinkles on the palm and thumbnail, have
significantly less L2 norm of the optical flow as the optical
flow provides meaningful correspondences for such texels.
Fig. 12 (c) and (d) show that compared to Fig. 12 (b), us-
ing our image matching loss produces consistent and correct
position of thumb in the UV space. On the other hand, as
the back of the hand usually does not have distinctive tex-
tures, optical flow fails to produce meaningful correspon-
dence, which results in a slightly higher L2 norm.

ShadowNet. Fig. 13 shows that the albedo rendering of
HARP still has a shadow, while ours does not. This shows
the benefit of using our ShadowNet to remove the shadow
from phone scans instead of assuming a single point light
and optimizing it like HARP. In addition, our albedo has
more detailed textures, such as hair on the back of the hand
(first row). Due to the ambiguity of the image’s intrinsic de-
composition, we could not include quantitative evaluations.

7. Conclusion

We present UHM, a universal hand model that 1) can rep-
resent high-fidelity 3D hand mesh of arbitrary IDs and di-
verse poses and 2) can be adapted to each person with a
short phone scan for the authentic 3D hand avatar. UHM
performs the tracking and modeling at the same time to
address the error accumulation problem from the tracking
stage. In addition, we newly introduce the image matching
loss function to prevent skin sliding during the tracking and
modeling. Finally, our adaptation pipeline achieves a highly
authentic hand avatar by utilizing useful learned priors of
UHM.
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