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Figure 1. Our DiffEditor can perform various fine-grained image editing tasks. Given an image, users can select an object to move or
resize. Or they can drag content with points. Moreover, users can choose a reference image for object pasting and appearance replacing.

Abstract

Large-scale Text-to-Image (T2I) diffusion models have
revolutionized image generation over the last few years.
Although owning diverse and high-quality generation ca-
pabilities, translating these abilities to fine-grained im-
age editing remains challenging. In this paper, we propose
DiffEditor to rectify two weaknesses in existing diffusion-
based image editing: (1) in complex scenarios, editing re-
sults often lack editing accuracy and exhibit unexpected
artifacts; (2) lack of flexibility to harmonize editing oper-
ations, e.g., imagine new content. In our solution, we in-
troduce image prompts in fine-grained image editing, co-
operating with the text prompt to better describe the edit-
ing content. To increase the flexibility while maintaining
content consistency, we locally combine stochastic differ-
ential equation (SDE) into the ordinary differential equa-
tion (ODE) sampling. In addition, we incorporate regional
score-based gradient guidance and a time travel strategy
into the diffusion sampling, further improving the editing
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quality. Extensive experiments demonstrate that our method
can efficiently achieve state-of-the-art performance on var-
ious fine-grained image editing tasks, including editing
within a single image (e.g., object moving, resizing, and
content dragging) and across images (e.g., appearance re-
placing and object pasting). Our source code is released at
https://github.com/MC-E/DragonDiffusion.

1. Introduction
Text-to-image (T2I) diffusion models [29, 32, 33, 35] have
become the mainstream of image generation, praised for
their high-quality and diverse generation capability. The
pre-trained T2I models can serve as a good generation
prior and can be used in various ways, e.g., image edit-
ing. Since the excellent text-to-image ability, numerous
diffusion-based image editing methods are implemented
based on the text guidance [5, 6, 11–13, 16]. However, the
generated results of T2I models are usually sensitive to the
quality of text [37]. Therefore, text-guided image editing
struggles to achieve fine-grained content manipulation.

Recently, DragGAN [30] provides a user-friendly way
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to manipulate the image content by point dragging. How-
ever, limited by the capacity of GAN [8] models, Drag-
GAN cannot edit general images. Inspired by this interac-
tive editing mode, DragDiff [39] and DragonDiff [28] are
proposed based on the pre-trained T2I diffusion model [33].
Empowered by the diverse generation capabilities of the
base model, they can perform fine-grained editing on gen-
eral images. However, their editing process lacks flexibility,
as shown in Fig. 2. Concretely, the image editing operation
of transforming a lion from a closed mouth to a widely open
mouth conflicts with the LORA [34] in DragDiff, resulting
in failure. The visual cross-attention designed in Dragon-
Diff also makes it struggle to imagine new content (e.g.,
mouth) that is not present in the source image, causing fail-
ure too. In addition, these two methods and most diffusion-
based image editing methods employ ordinary differential
equations (ODE) [41] solver, a deterministic sampling pro-
cess. Although ODE can better maintain the consistency be-
tween the edited results and the source image, its determi-
nacy also limits flexibility during the editing process. Com-
pared to ODE, stochastic differential equations (SDE) [15]
is a stochastic sampling process. Some works [48, 49] study
the latent space of SDE for accurate image editing. Unlike
these works, we aim to utilize the stochasticity in SDE to
improve the flexibility of diffusion-based image editing, as
shown in the last image of Fig. 2.

Another insight is that although DragDiff and Dragon-
Diff utilize feature correspondence in the pre-trained T2I
diffusion model to achieve fine-grained image editing, the
role of the text input is ignored in their frameworks. Here,
we raise a question: Does the text have no effectiveness in
fine-grained image editing, or is there another more suitable
form of text input? In addition to the text prompt, DALL-
E2 [32] presents a novel attempt to generate images condi-
tioned on the image prompt, i.e., using images to describe
images. Subsequently, some multimodal works [20, 24, 25]
and object-customization works [22, 47, 51] are proposed
to support image prompts for more detailed content descrip-
tion. Inspired by these works, we introduce image prompts
into the fine-grained image editing process, improving edit-
ing quality through more detailed content descriptions. In
addition, we combine regional score-based gradient guid-
ance and a time travel strategy into diffusion sampling,
which further enhances the editing quality.

In summary, this paper has the following contributions:
• We present a novel attempt to introduce the image prompt

to fine-grained image editing tasks. In conjunction with
the image editing algorithm, this design can provide a
more detailed description of the editing content, thus im-
proving the editing quality.

• We consider both the flexibility and content consistency
of image editing by proposing regional SDE sampling and
regional score-based gradient guidance. We also intro-

DragDiff DiffEditor (Ours)Original Image DragonDiff

Figure 2. Illustration of editing flexibility limitations in
DragDiff [39] and DragonDiff [28], as well as our improvement.

duce a time travel strategy in diffusion-based image edit-
ing to improve the editing quality further.

• Extensive experiments demonstrate that our method can
achieve state-of-the-art performance on various fine-
grained image editing tasks (i.e., content dragging, object
moving, resizing, pasting, and appearance replacing, as
shown in Fig. 1) with attractive complexity.

2. Related Work
2.1. Diffusion Model

Diffusion model [15] is a thermodynamics-driven [40, 42]
algorithm, including a diffusion process and a reverse pro-
cess. In the diffusion process, an image x0 is gradually
added Gaussian noise as q(xt|x0) = N (

√
αtx0, (1−αt)I),

where αt linearly decreases from 1 to a sufficiently small
number to encourage xT ∼ N (0, I). The reverse process
is to iteratively recover x0 from xT by training a denoiser,
conditioned on the current noisy image xt and time step t:

Ex0,t,ϵt∼N (0,1)

[
||ϵt − ϵθ(xt, t)||22

]
, (1)

where ϵθ is the function of the denoiser. DDIM [41]
defines the diffusion sampling as q(xt−1|xt,x0) =

N (
√
αt−1x0 +

√
1− αt−1 − δ2t ·

xt−
√
αtx0√

1−αt
, α2

t I), which
is a non-Markovian process and can be formulated as:

xt−1 =

√
αt−1

xt −
√
1− αtϵtθ (xt)
√
αt︸ ︷︷ ︸

”predicted x0 ”

+
√

1− αt−1 − σ2
t · ϵtθ (xt)︸ ︷︷ ︸

”direction pointing to xt ”

+ σtϵ︸︷︷︸
”noise”

,

(2)

where σt = η
√
(1− αt−1) / (1− αt)

√
1− αt/αt−1.

When η = 1 for all t, it becomes DDPM [15], i.e., a stochas-
tic differential equation (SDE). As η = 0, the sampling
process becomes deterministic, i.e., an ordinary differential
equation (ODE). Most diffusion-based image editing works
rely on ODE to achieve better content consistency. [48, 49]
explore SDE in diffusion-based image editing.

Most current works focus on conditional diffusion gen-
eration, e.g., text conditions [29, 33], greatly revolutioniz-
ing the community of image generation. Although promis-
ing T2I generation quality, the generated results are sensi-
tive to text and usually require tedious prompt design [37].
In addition to text condition, DALL-E2 [32] presents the
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Figure 3. Overview of our proposed DiffEditor, which is composed of a trainable image prompt encoder and a diffusion sampling with
editing guidance that does not require training.

first attempt to generate images guided by image prompts.
ELITE [47], Bilp-Diffusion [22], and IP-Adapter [51]
present the learning of image prompts for object customiza-
tion. However, the effectiveness of image prompts in fine-
grained image editing has hardly been studied.

2.2. Image Editing

The primary objective of image editing is to manipulate
the content of a given image in a controlled manner. Pre-
vious methods [1–3] usually invert images into the latent
space of GANs [8] and then edit the image by manipu-
lating latent vectors. Recently, DragGAN [30] presents a
point-dragging formulation for fine-grained image editing.
However, limited by the capability of GANs, these meth-
ods have weaknesses in model generalization and image
quality. Motivated by the success of text-to-image diffu-
sion models [33], various text-guided image editing meth-
ods [4, 6, 13, 18, 27] are proposed. The commonly used
editing strategies are (1) adding noise and then denoising
with target description [7, 18, 21, 27, 46]; (2) using cross-
attention maps as an editing medium [11, 13, 16]; (3) us-
ing text as editing instructions [6]. However, the corre-
spondence between the text and image in T2I models is
weak, making it difficult to achieve fine-grained image edit-
ing. Recently, DragDiff [39] and DragonDiff [28] achieve
fine-grained image editing based on the feature correspon-
dence [45] in the pre-trained StableDiffusion (SD) [33].
Specifically, DragDiff uses LORA [34] to maintain content
consistency and optimizes the latent zt in a specific diffu-
sion step. DragonDiff is built based on the score-based [44]
gradient guidance [9] and a visual cross-attention design for
drag-style image editing without model tuning.

3. Method
3.1. Preliminary: Score-based Editing Guidance

From the continuous perspective of score-based diffu-
sion [43, 44], the external condition y can be combined in
a conditional score function, i.e., ∇xt

log q(xt|y), to sam-

ple from a more enriched distribution. The conditional score
function can be further decomposed as:

∇xt log q(xt|y) = ∇xt log

(
q(y|xt)q(xt)

q(y)

)
∝ ∇xt log q(xt) +∇xt log q(y|xt),

(3)

where the first term is the unconditional denoiser, i.e.,
ϵtθ(xt). The second term refers to the conditional gradient
produced by an energy function E(xt,y) = log q(y|xt),
measuring the distance between current state xt and condi-
tion y. Here, we reformulate Eq. 3 as:

ϵ̃tθ(xt) = ϵtθ(xt) + η · ∇xt
E(xt,y), (4)

where η refers to the learning rate. Recently, Self-
Guidance [11] and DragonDiff [28] convert image editing
operations into gradient guidance for image editing tasks.
The energy function E in Self-Guidance is built based on
the correspondence [13] between image and text features.
DragonDiff constructs the energy function based on image
feature correspondence [45] in pre-trained SD, which can
achieve more accurate drag-style editing tasks. In this paper,
we aim to boost the accuracy and flexibility of diffusion-
based image editing with the DragonDiff framework.

3.2. Overview

An overview of our image editing pipeline is presented in
Fig. 3. Specifically, given an image x0 to be edited, we
first employ it as image prompts and use an image prompt
encoder to embed it. These image embeddings cooperate
with text embeddings to form a better description to guide
the diffusion process. Then we use DDIM inversion [41]
to transform x0 into a Gaussian distribution zT in the la-
tent space of the pre-trained SD [33]. If the reference image
xref
0 exists (i.e., in appearance replacing and object past-

ing), it will also be involved in the inversion. In this process,
we follow the design in DragonDiff [28] to store some in-
termediate features ( Kgud

t ,Vgud
t ,Kref

t ,Vref
t ) and latent

(zgudt , zreft ) at each time step in a memory bank, which is
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Figure 4. Illustration of the design of our image prompt encoder.

used to guide subsequent image editing. Note that ”gud”
and ”ref” represent the information of the source and ref-
erence image in the inversion process, respectively. In the
subsequent generation sampling, we step forward with the
cooperation of score-based editing guidance, visual cross-
attention, and image prompt. In this process, some elabo-
rately designed strategies (e.g., regional gradient guidance,
regional SDE, and time travel) enhance the editing further.

3.3. Content Description with Image Prompt

Although several fine-grained image editing methods [28,
39] are based on the T2I diffusion model, the role of
prompts is ignored as a simple description. Compared to
text prompts, image prompts [22, 32, 51] can provide a
more detailed content description. In this paper, we find that
the image prompt can improve the quality of fine-grained
image editing, especially in some complex scenarios.

Inspired by IP-Adapter [51], the architecture of our im-
age prompt encoder is shown in Fig. 4. Concretely, given an
input image x0, the pre-trained CLIP [31] image encoder
embed it to 257 tokens. Then, a linear layer is used to ad-
just the channel dimension, and a QFormer [23] (without
self-attention layer) module is employed to adjust the token
numbers to 64 by 64 learnable queries. The QFormer mod-
ule consists of N (8 by default) submodules, each composed
of a cross-attention layer and a feed-forward network (FN).
64 learnable queries serve as queries to extract information
from 257 image tokens that act as keys and values. Finally,
257 image tokens are composed into 64 embedding tokens
(cim), and then they are input into the same cross-attention
module as text tokens (c) in the SD. To build classifier-free
guidance [14] like the text condition, the conditional and un-
conditional image prompts are jointly trained by randomly
dropping (i.e., set image to zero) during training. Finally,
image tokens and text tokens are processed separately with
the query Q in the cross-attention module, and the results
are added together:

Att(Q,K
′
,V

′
,K

′′
,V

′′
) = S(

Q(K
′
)T

√
d

)V
′
+ γ · S(

Q(K
′′
)T

√
d

)V
′′
,

(5)

Figure 5. The impact of different components on the editing flexi-
bility of DragonDiff [28].

where (K
′
,V

′
) and (K

′′
,V

′′
) refer to the keys and values

from the text and image prompt, respectively. γ is a weight
to balance these two terms. S is the function of Softmax.
Note that in tasks with reference images (i.e., object pasting
and appearance replacing), K

′′
and V

′′
are formed by the

concatenation of image tokens from the source image and
the reference image. During training, we fix the parameters
in the pre-trained SD and CLIP image encoder, and we only
optimize the linear embedding and QFormer by L2 loss:

Ex0,t,ϵt∼N (0,1)

[
||ϵt − ϵtθ(zt, c, cim)||22

]
. (6)

After training, this module can be integrated into pre-trained
SD for various editing tasks, as demonstrated in this paper.

3.4. Sampling with Regional SDE

Maintaining consistency between editing results and origi-
nal images is a great challenge in fine-grained image edit-
ing. Most methods adopt a deterministic sampling process
(ODE) and utilize DDIM inversion for sampling initializa-
tion. In addition, DragDiff [39] uses LORA [34] to con-
strain the output content, and DragonDiff [28] uses vi-
sual cross-attention to maintain content consistency. How-
ever, these strategies also compromise editing flexibility,
e.g., hindering the imagination of new content to harmonize
editing operation as shown in Fig. 2. Our further experi-
ments on DragonDiff show that reducing the content con-
sistency strength can improve editing flexibility. As seen
in Fig. 5, the editing flexibility is improved when we ran-
domly initialize the sampling starting point zT or remove
visual cross-attention. When we apply both reductions, the
editing objective can be achieved flexibly, but the content
consistency is severely compromised. Therefore, in this pa-
per, we explore how to improve editing flexibility without
significantly impacting content consistency. In the sampling
process (i.e., Eq. 2) of DragonDiff, σt = 0, which is a de-
terministic ODE sampling. This leads to the final result be-
ing highly dependent on zT and the information injected
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Figure 6. Editing gradient from Eedit in different sampling steps.

by visual cross-attention. Our solution is to introduce ran-
domness (i.e., σt > 0) during the sampling process, while
this randomness is controlled within local editing areas and
specific time intervals. Here, we use zt−1 = F(zt;σt) to
simplify Eq. 2. Our regional SDE sampling is defined as:

zt−1 = medit · F(zt; η1(t)) + (1−medit) · F(zt; η2(t)),

(η1(t), η2(t)) =

{
(0.4, 0.2), t ∈ τSDE

(0, 0), t /∈ τSDE

(7)

where medit locates the editing area. τSDE is the time in-
terval for applying regional SDE. After using this sampling
strategy, we can accurately inject flexibility to produce sat-
isfactory results, as shown in the last image of Fig. 2.

3.5. Editing with Gradient Guidance

Regional gradient guidance. In DragonDiff [28], the en-
ergy function E consists of two parts, i.e., editing Eedit
and content consistency Econtent. Although their target ar-
eas are independent of each other, the scope of the gradient
guidance they generate is global and overlapping, resulting
in mutual interference. Concretely, in Fig. 6, we visualize
the editing gradient produced by Eedit in the object mov-
ing task. As can be seen, the gradient guidance gradually
converges to the editing area as the diffusion sampling pro-
ceeds. During this process, there are some activations out-
side the editing area, and these imprecise activations can af-
fect the content consistency in these unedited areas (details
are presented in Sec. 4.3). To rectify this weakness, we use
the editing region mask medit to locally combine Eedit and
Econtent. Finally, the conditional term in Eq. 3 is defined as:

∇zt log q(y|zt) = medit ·∇xtEedit+(1−medit) ·∇xtEcontent,
(8)

where y is the editing target. During the sampling, we only
add guidance in the first n time steps.
Time travel. DragDiff [39] treats zt as a learnable param-
eter and iteratively optimizes it within a diffusion step t.
In contrast, DragonDiff [28] incorporates score-based gra-
dient guidance into each sampling step, i.e., Eq. 4. How-
ever, applying editing guidance through Eq. 4 once at each

Algorithm 1: Proposed DiffEditor

1 Require:
2 pre-trained SD [33] ϵθ; image to be edited x0; mask

of the editing region medit; gradient-guidance
steps n; time interval τSDE for SDE; time travel
interval τTT and the internal iterations U .

3 Initialization:
4 (1) Compute text embedding c and image image

embedding cim
5 (2) invert x0 to zgenT and build the memory bank
6 for t = T, . . . , 1 do
7 if t ∈ τTT and t%2 == 0 then
8 Ucur = U
9 else

10 Ucur = 1

11 for u = 1, . . . , Ucur do
12 noise prediction: ϵ̂t = ϵθ(zt, t, c, cim);
13 if T − t < n and t%2 == 0 then
14 compute Eedit and Econtent by [28];
15 compute ∇zt

log q(y|zt) by Eq. 8;
16 inject gradient guidance by Eq. 3;
17 compute zt−1 by Eq. 7;
18 else
19 compute zt−1 by Eq. 2 (σt = 0);

20 if Ucur > 1 then
21 zt =

zt−1−
√
1−ᾱtϵθ(zt,t,c)√

ᾱt

22 x0 = Decoder(z0);
23 Output: x0

sampling step lacks refinement for editing, especially in
some complex scenarios. Can we combine the advantages
of DragDiff and DragonDiff to build recurrent guidance in
the score-based diffusion [44]? To address this issue, we
build time travel to perform rollbacks, i.e., zt ← zt−1, dur-
ing the sampling process. This strategy has been empirically
shown to inhibit the generation of disharmonious results
when solving hard generation tasks [26, 52]. However, the
rollback strategy (i.e., zt ∼ N (

√
1− βt−1zt−1, βt−1I))

in these works is not suitable in fine-grained image editing
tasks. This is because random noise I can introduce signif-
icant uncertainty, undermining the content consistency of
editing results. To ensure the accuracy of rollback, we use
deterministic DDIM inversion [41] to roll back zt−1 to zt.
During sampling, the time travel is performed U (3 in our
design) times for each guidance step in a time interval τTT .

Due to the guidance enhancement from regional guid-
ance and time travel, we can achieve editing with fewer
guidance time steps, i.e., we introduce gradient guidance ev-
ery two time steps in sampling. Finally, the algorithm logic
of our DiffEditor is defined in Alg. 1.
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Table 1. Quantitative evaluation on face manipulation with 68 and 17 points. The accuracy is calculated by MSE distance between edited
points and target points. The initial distance (i.e., 57.19 and 36.36) is the upper bound, without editing. FID [38] is utilized to quantize the
editing quality of different methods. The time complexity is computed on the ‘1 point’ dragging.

Preparing
complexity↓

Inference
complexity↓

Unaligned
face

17 Points↓
From 57.19

68 Points↓
From 36.36

FID↓
17/68 points

UserControllableLT [10] 1.1s 0.04s % 32.32 24.15 51.20/50.32
DragGAN [30] 50.22s 6.28s % 15.96 10.60 39.27/39.50
DragDiff [39] 42.37s 19.52s ! 22.95 17.32 38.06/36.55

DragonDiff [28] 3.53s 15.00s ! 18.51 13.94 35.75/34.58
DiffEditor (Ours) 3.53s 13.88s ! 17.05 11.52 33.10/33.02

R
ef

er
en

ce
So

ur
ce

UserControllableLT DragGAN DragDiff Ours

68 Points
17 Points

DragonDiff
MSE=8.53MSE=11.19MSE=27.95MSE=9.54MSE=32.81
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Figure 7. Qualitative comparison between our DiffEditor and other methods in face manipulation. The current and target points are labeled
with red and blue. The white line indicates distance. The MSE distance between the result and the target is labeled in yellow.

4. Experiments
4.1. Implementation Details

We choose Stable Diffusion V1.5 [33] as the base model
for image editing. During image prompt training, we use
the training data from LAION [36] and process the image
resolution to 512 × 512. We choose Adam [19] optimizer
with an initial learning rate of 1 × 10−5. The batch size
during training is set as 16. The training process iterates
1 × 106 steps on 4 NVIDIA A100 GPUs. We use the same
embedding module to process image prompts in different
applications. The inference adopts DDIM sampling with 50
steps, and we set the classifier-free guidance scale as 5.

4.2. Comparison

Time complexity. We divide the time complexity of dif-
ferent methods into preparing and inference stages. The
preparing stage involves Diffusion/GAN inversion and
model tuning. The inference stage generates the editing re-

Table 2. Quantitative evaluation on object pasting, object moving,
and appearance replacing. The result is calculated by CLIP [31] ↑
distance between editing results and target descriptions.

Pasting Moving Replacing
Pain-by-example 0.265 - -

Self-Guidance - 0.246 0.243
DragonDiff 0.260 0.282 0.263

Ours 0.274 0.288 0.281

sult from latent representation. The time complexity for
each method is tested on one point dragging, with the im-
age resolution being 512 × 512. All times are tested on an
NVIDIA A100 GPU with Float32 precision. The results in
Tab. 1 present the attractive preparing complexity of our
method, and the inference complexity is lower than existing
diffusion-based methods, i.e., DragDiff and DragonDiff.
Performance. First, we evaluate our method on con-
tent dragging by comparing it with some well-known
GAN-based methods (i.e., UserControllableLT [10], Drag-
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Figure 8. Visual comparison between our method and other methods on appearance replacing, object pasting and object moving tasks.

Content Dragging Ours w/o Image Prompt Ours w IP-Adapter-plus Ours

Figure 9. Visual comparison with IP-Adapter-plus [51].

DDIM Inversion with 
Image Prompt

Editing with Text Prompt Original Image

DDIM Inversion with 
“A photo of a toy”

DDIM Inversion with 
“A photo of a dragon”

Editing with Image Prompt 

Figure 10. The first and second rows show the effectiveness of the
image prompt in DDIM inversion and image editing, respectively.

GAN [30]) and recent diffusion-based methods (i.e.,
DragDiff [39], DragonDiff) on the keypoint-based face ma-
nipulation. We used the same test set as DragonDiff, i.e.,
800 aligned faces from the CelebA-HQ [17] training set. We
evaluate the editing performance under 17-point guidance
and 68-point guidance. To quantify editing accuracy, we
calculated the MSE distance between the landmarks of the
edited result and the target landmarks. In addition, we cal-
culate FID [38] between the editing results and the CelebA-
HQ training set to represent the image quality. The quanti-
tative comparison is presented in Tab. 1. One can see that
our method has a significant improvement in accuracy and

generation quality compared to other diffusion-based meth-
ods, achieving comparable editing accuracy to DragGAN.
Although DragGAN has higher editing accuracy on aligned
faces, its base model is specifically trained for aligned faces
and cannot edit general faces, as shown in the last row of
Fig. 7. The qualitative comparison in Fig. 7 shows that our
method has high editing accuracy and content consistency
while maintaining good flexibility. For example, in the case
where teeth need to be imagined, our DiffEditor can pro-
duce more natural results. In contrast, DragDiff and Drag-
onDiff have difficulties in imagining new content.

In addition to content dragging, we also compare with
Paint-by-example [50] in object pasting, and we compare
our method with Self-Guidance [11] and DragonDiff in ob-
ject moving and appearance replacing tasks. The results
are presented in Fig. 8. As can be seen, although the spe-
cially trained Paint-by-example can naturally integrate ob-
jects into an image, it is difficult to maintain the original
object identity. Our method performs better in object iden-
tity and has richer texture details than DragonDiff. In object
moving and appearance replacing tasks, text-guided Self-
Guidance lacks consistent constraints, making editing re-
sults deviate from the original image. The editing accu-
racy of DragonDiff still has room for improvement, e.g.,
color and details. In comparison, our method has better con-
tent consistency and editing accuracy. For quantization, we
compute the CLIP [31] distance between the edited results
and the target description. We select 16 editing samples for
each task. The results in Tab. 2 demonstrate the promising
performance of our method.

Discussion between our image prompt and IP-Adapter.
As mentioned above, there are several methods proposed to
use images as prompts to provide more accurate and cus-
tomized descriptions for the generated results, such as IP-
Adapter [51]. However, most of these methods focus on ob-
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Gradient Map Gradient Map

Editing with ����� Editing with ����� ∙ �����

Figure 11. Effectiveness of the regional gradient guidance. In ex-
periment, we remove the content consistency gradient Econtent.

Original Image w/o Time Travel

w random Time Travel w accurate Time Travel

Figure 12. Visualization of editing without time travel, with ran-
dom time travel, and with our accurate time travel.

ject customization, and overemphasis on detail description
will compromise their performance. Therefore, IP-Adapter
compresses the image into a small number of tokens to
avoid detail descriptions. This paper studies introducing im-
age prompts into fine-grained image editing. We use the Q-
Former structure to map the image into 64 tokens to enhance
the detail expression ability. Fig. 9 shows that IP-Adapter
not ideal for direct insertion into fine-grained image edit-
ing tasks due to the lack of detail description. Our method
can enhance the consistency of texture details between the
edited result and the original image.

4.3. Ablation Study

Image prompt. Image prompt provides a detailed descrip-
tion of the editing content in our editing pipeline. We con-
duct an experiment in Fig. 10 to demonstrate its effective-
ness. First, we apply it in the pure DDIM inversion and
then reconstruction. The result in the first row presents
that DDIM inversion based on the text prompt exhibits no-
ticeable distortions and is unstable. After using our image
prompt, DDIM inversion can reconstruct stable and high-
fidelity results. In the second row of Fig. 10, we show the
editing with and without the image prompt. It can be seen

that the image prompt provides a better generation prior for
editing content, reducing the probability of distortion.
Regional gradient guidance. To rectify the interference
between different gradient guidance, we use Eq. 8 to pro-
duce the guidance. We demonstrate its effectiveness in
Fig. 11 by only using medit · Eedit and Eedit. Note that we
remove the content consistency guidance Econtent to high-
light the interference. The results show that if the actuating
range of Eedit is not constrained, the editing gradient will
have an impact on the consistency of some unrelated areas,
e.g., distortion of the fingers in the background. After ap-
plying regional constraints, the content of the background
part has better consistency even without Econtent.
Time travel. Time travel is used to build recurrent guidance
in a single diffusion time step, thereby refining the editing
effect. We present its effectiveness in Fig. 12. As can be
seen, the editing result in the complex scenario has distor-
tions without the time travel strategy. If using the random
time travel (i.e., zt ∼ N (

√
1− βt−1zt−1, βt−1I)), the ran-

domness will affect the consistency between the editing re-
sult and the original image. After adopting our accurate time
travel, the editing quality is improved.

5. Conclusion

In this paper, we aim to rectify two issues in diffusion-based
fine-grained image editing: (1) in complex scenarios, edit-
ing results often lack accuracy and exhibit unexpected ar-
tifacts; (2) lack of flexibility to harmonize editing opera-
tion, e.g., imagine new content. In our solution, we intro-
duce image prompt into fine-grained image editing, provid-
ing a more detailed content description for the edited image.
This method can be plugged into various fine-grained im-
age editing tasks without task-specific training. To improve
the editing flexibility, we propose a regional SDE strategy
to inject randomness into the editing area while maintain-
ing content consistency in other areas. Furthermore, we in-
troduce regional score-based gradient guidance and a time
travel strategy to improve the editing quality further. Exten-
sive experiments demonstrate that our method can achieve
promising performance in various fine-grained image edit-
ing tasks, i.e., object moving, resizing, pasting, appearance
replacing, and content dragging. The complexity is also re-
duced compared with existing diffusion-based methods.
Limitations Although our method improves the flexibil-
ity of diffusion-based image editing and reduces distor-
tion probability, editing difficulties still exist in some sce-
narios that require a large amount of content imagina-
tion, such as rotating a car by dragging its front. We
think that this is due to the base model SD. It has a
diverse generation space but lacks 3D perception of in-
dividual objects. In our future work, we will enhance
the editing capabilities of diffusion models in this re-
gard.
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