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Abstract

Temporal grounding of text descriptions in videos is a
central problem in vision-language learning and video un-
derstanding. Existing methods often prioritize accuracy
over scalability — they have been optimized for grounding
only a few text queries within short videos, and fail to scale
up to long videos with hundreds of queries. In this paper,
we study the effect of cross-modal fusion on the scalability
of video grounding models. Our analysis establishes late
fusion as a more cost-effective fusion scheme for long-form
videos with many text queries. Moreover, it leads us to a
novel, video-centric sampling scheme for efficient training.
Based on these findings, we present SnAG, a simple baseline
for scalable and accurate video grounding. Without bells
and whistles, SnAG is 43% more accurate and 1.5× faster
than CONE, a state of the art for long-form video ground-
ing on the challenging MAD dataset, while achieving highly
competitive results on short videos. Our code is available
at https://github.com/fmu2/snag_release.

1. Introduction

Localizing moments within an untrimmed video based on
text descriptions, also known as temporal video grounding,
involves joint reasoning about visual, textual and tempo-
ral information, and thus remains a challenging problem in
video understanding. Video grounding is gaining traction
amid the rapid advances in vision-language learning, with a
range of applications such as intelligent personal assistants,
human-robot interaction, and interactive video editing.

Despite recent progress, one largely overlooked aspect
of video grounding is the scalability of models with respect
to video duration and the number of text descriptions (i.e.,
queries). Previous methods (e.g., [46, 67]) are primarily de-
signed for grounding only a few queries within short video
snippets. However, the growing availability of long videos
(e.g., on streaming platforms) and demand to query their
rich contents introduce a paradigm shift, necessitating effi-
cient grounding of large volumes of queries in long videos.
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Figure 1. SnAG achieves the best accuracy and throughput simul-
taneously on the MAD dataset [45] for long-form video grounding.

On latest long-form video grounding benchmarks [16, 45],
these methods struggle to scale up due to their high compu-
tational cost, and suffer major performance degradation.

In this paper, we take a principled approach to studying
the problem of scalable video grounding, focusing on the
design of cross-modal fusion—a key model component that
combines visual and textual information. Specifically, we
present an analysis that connects the computational cost of
video grounding models to their fusion schemes. Our analy-
sis and empirical results challenge the widely adopted early
fusion, showing that late fusion scales better in inference
by amortizing the cost of long video processing among text
queries. Importantly, this insight further motivates the de-
sign of a novel, video-centric sampling scheme for scalable
training, without compromising grounding accuracy.

Following these findings, we present SnAG, a scalable
and accurate model for long-form video grounding. SnAG
features a minimalist, late-fusion design for scalable infer-
ence, while supporting video-centric sampling for scalable
training. Notwithstanding its simplicity, SnAG achieves su-
perior results across all benchmarks designed for long-form
video grounding. Without bells and whistles, SnAG attains
13.75% R@5, tIoU=0.5 on MAD [45] with an inference
speed of 45.3 queries per second on a P100 GPU (Fig. 1),
43% more accurate and 1.5× faster than the concurrent
method of CONE [17]. In the meantime, SnAG is highly
competitive on short-video benchmarks. It achieves 46.26%
R@1, tIoU=0.7 on Charades-STA [43], outperforming the
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previous state of the art (SSRN [71]) by 3.61 absolute per-
centage points while being simpler in model design.

Contributions. (1) We present one of the first studies to un-
derstand the effect of fusion schemes on the computational
cost of video grounding. (2) Our analysis offers new in-
sights and leads to a new training scheme for scalable video
grounding. (3) Based on our findings, we further deliver
a simple model that attains superior results across major
benchmarks for long-form video grounding while achieving
significant efficiency gains in both training and inference.

2. Related Work

Video grounding. Previous works on video grounding can
be categorized based on whether proposals are generated
as moment candidates (two-stage vs. single-stage), and how
text queries inform action localization (cross-modal fusion).

Two-stage methods first generate temporal segments as
proposals, then score their “actionness” and optionally re-
fine their boundaries. Early works [1, 13] densely sample
proposals using sliding windows and score them indepen-
dently. One line of work [8, 28, 54–56] subsequently condi-
tions proposal generation on sentence queries and/or video
context to avoid dense sampling. By contrast, another line
of work [14, 46, 50, 66, 67] takes the opposite path of enu-
merating all segments, yet organizes them in a 2D adjacency
map to reason about their relations.

Single-stage methods localize moments in a single shot
without using proposals, and thus are often more efficient
than two-stage methods. Some models decode moment
boundaries from global features [23, 24, 33, 59, 70] or
learnable queries [21, 25, 53]. Others densely predict onset
and offset probabilities [15, 29, 34, 41, 63–65, 68], or clas-
sify and refine pre-set anchors [6, 30, 51, 58, 62] at every
moment. Most relevant to our work are models that repre-
sent moment candidates as points [7, 11, 27, 31, 60]. Anal-
ogous to point-based object detectors [47], they classify ev-
ery point in time and regress moment boundaries relative
to the points. Despite their simplicity and efficiency, the
performance of single-stage models lags behind two-stage
models on standard benchmarks made up of short videos.

Cross-modal fusion combines video and text information
for video grounding. Early models [1, 13] fuse video and
text representations right before final prediction. This sim-
ple, late-fusion approach is abandoned by subsequent mod-
els, which turn to early fusion (e.g., [56, 60, 62, 67]) with
sophisticated model design (e.g., LSTM [6, 15, 29, 51, 56,
65], GCN [7, 27, 46], memory bank [8, 27]), feature hier-
archies [14, 33, 50], losses [23, 34, 56, 66], and inference
procedures [68, 70]. Early fusion is believed to strengthen
cross-modal reasoning, albeit at a price of model complex-
ity. Recent Transformer-based models [3, 21, 53, 66] inherit
this early-fusion design; video features and text embeddings

are concatenated at input, and attention-based feature fusion
is carried out throughout the model.

Our method demonstrates a single-stage Transformer
model with a simple late fusion mechanism based on cross-
attention. Late fusion allows us to amortize the cost of video
processing across many sentence queries, resulting in scal-
able training and inference on long-form videos. Without
bells and whistles, our model outperforms all prior methods
on long-video benchmarks, and attains competitive perfor-
mance on standard, short-video benchmarks.

Long-form video grounding. Recent efforts [16, 45] put
forth new challenges for sentence grounding in long videos.
Previous methods tailored for short videos [46, 64, 67]
fall short on these benchmarks. They have no access to
long-range video context, require dense sliding window
inference, and yield unsatisfactory results. Concurrent
works [17, 36] present multi-stage approaches with sophis-
ticated pre-processing, ranking and training procedures for
efficient long-form video grounding. However, their effi-
ciency stems from the restrictive assumption that moments
are covered by short windows. By contrast, SnAG offers a
simple, single-stage solution with superior accuracy, with-
out making assumptions about moment duration.

Localizing moments in videos. Closely related to video
grounding, temporal action localization (e.g., [32, 42, 44])
aims to identify moments of actions from within a closed
set of action categories. Solutions to the two tasks often
evolve in tandem and share remarkably similar model de-
sign. SnAG is inspired by our prior work [61], yet extends
its design for the more challenging task of video grounding,
with the goal of scaling up video grounding for long videos.

3. Scaling Up Video Grounding

Our goal is to scale up video grounding for long-form
videos with many queries. Denote an input video V as a
time-indexed sequence [vt]

T
t=1 = [v1,v2, ...,vT ], where

vt represents a short video clip centered at time t.1 V is
paired with N sentence queries {Qj}Nj=1, each describing a
moment yj = (sj , ej) in the video.

Long-form video grounding is characterized by a great
number of time steps T (e.g., tens of thousands) and text
queries N (hundreds) for an input video V. With a large T ,
it is no longer feasible to feed the full video V into a model,
and thus more viable to consider a sliding window setting.
Specifically, a video V is further partitioned into a set of
M snippets {VM

i=1}, each Vi = [vt]
ti+Tw
t=ti taken from a lo-

cal time window of size Tw that may overlap with others.
We consider the learning of a function F , realized in a deep

1Like prior works, we consider video features and text embeddings ex-
tracted using pre-trained models (e.g., C3D [48] and BERT [10]). Yet the
formulation can be easily extended to raw video frames and text tokens.
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Cross-modal Fusion in Video Grounding(a) Video-centric Evaluation(b) SnAG  Model Overview(d) 

Mini-batch Sampling(c) 

Figure 2. (a) Cross-modal fusion is key to a video grounding model F . Models using early fusion jointly encode video and sentence
query. SnAG revisits late fusion for scalable video grounding by decoupling expensive video encoding and inexpensive query encoding.
(b) Video-centric model evaluation. With late fusion, the output of video encoder can be cached and re-used by queries of the same video
in both training and inference. (c) Mini-batch sampling in training. Previous methods adopt query-centric sampling (query → video)
whereas SnAG resorts to video-centric sampling (video → many queries) for efficient training. (d) Model overview. SnAG is a simple
instantiation of late fusion and video-centric training for video grounding. It separately encodes a video and its queries using Transformers,
applies simple cross-attention for cross-modal fusion, and decodes moments represented as points using lightweight convolutional heads.

network, to predict the start time sj and end time ej of the
moment yj given a snippet Vi and a query Qj .

3.1. Background: Cross-Modal Fusion

We review cross-modal fusion — a key design choice of F ,
and define the notation used for the rest of the paper.
Early fusion. A straightforward design is to fuse informa-
tion from a video snippet Vi and a text query Qj at input
(Fig. 2(a)). This early fusion strategy is widely adopted in
prior works [21, 53, 60, 62, 66, 67], and can be written as

FE(Vi,Qj) 7→ yj , (1)

where 7→ defines any necessary post-processing of the
model outputs (e.g., re-scaling, non-maximum suppression)
in order to decode the moment yj .
Late fusion. Another possible design is to first embed the
video snippet Vi and text query Qj , then fuse their features
for grounding (Fig. 2(a)). This late fusion strategy follows

FL(g(Vi), h(Qj)) 7→ yj , (2)

where g(·) is the video encoder and h(·) the text encoder.
With slight abuse of the symbols, FL here denotes the rest
part of the grounding model, including feature fusion. The
key is to keep FL lightweight, i.e., its cost should be a minor
portion in comparison to the rest of the model.
Design choice. The conventional wisdom favors the design
of early fusion for video grounding. Early fusion is believed
to offer better interactions between visual and textual fea-
tures, resulting in strong empirical results. In what follows,
we analyze the computational cost of early and late fusion

during inference and training, and show that proper design
of late fusion allows significantly improved scalability in
video duration (M ) and number of text queries (N ).

3.2. Scalable Inference

We start by analyzing the computational cost of early vs.
late fusion in inference. Denote the computational cost of a
function by C(·). For example, C(g) is the cost of the video
encoder g(·), and C(h) the cost of the text encoder h(·).
Computational cost. We make two key observations re-
garding the computational cost of a video grounding model:
(a) a lightweight FL is used for late fusion, thus C(FL) ≪
C(g) + C(h); and (b) the video encoder g(·) has a much
higher cost than the text encoder, thus C(g) ≫ C(h).

The first observation stems from the design of late fu-
sion. To justify the second observation, it is important to
notice that C(g) scales w.r.t. the length of input video snip-
pet (i.e., the local window size Tw), whereas C(h) remains
constant due to limited sequence length of text queries. For
example, a realization of g(·) using a vanilla Transformer
has a complexity of O(T 2

w). Thus, using a larger local win-
dow size naturally leads to C(g) ≫ C(h).
Cost analysis: early vs. late fusion. Evaluating an early-
fusion model on a video with M snippets and N queries
has a cost of MN C(FE), whereas late fusion has a cost of
MN C(FL) +MC(g) +NC(h). This is because an early-
fusion model has to compare each snippet to every query,
yet late fusion allows re-using video features for all queries
of the video (i.e., video-centric evaluation, see Fig. 2(b)).

Let us assume that the cost of both models can be con-
trolled by setting C(FE) = C(FL)+C(g)+C(h), i.e., eval-
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uating either model on a pair of video snippet and sentence
query has the same cost (post-processing excluded). With
C(FL) = α(C(g) + C(h)) for some small α, the ratio be-
tween the cost of early and late fusion in inference is

Rinf =
C(inference with early fusion)
C(inference with late fusion)

(3)

=
MN C(FL) +MN C(g) +MN C(h)
MN C(FL) +M C(g) +N C(h)

(4)

=
MN(1 + α)

MNα+MRg/(g+h) +N(1−Rg/(g+h))
(5)

≈ 1 + α
1
N + α

→

{
N, α → 0

1 + 1
α , N → ∞

, (6)

where Rg/(g+h) = C(g)/(C(g)+C(h)), and the approxima-
tion in Eq. 6 is a result of Rg/(g+h) ≈ 1 with C(g) ≫ C(h).
Eq. 6 reveals that early fusion is N times the cost of late
fusion as snippet length grows (α → 0), and is particularly
inefficient for videos with many queries (N → ∞).

3.3. Scalable Training

We now show that late fusion further unlocks a novel train-
ing scheme that scales well for long-form video grounding.

Training and mini-batch sampling. Given a set of paired
videos, text queries, and their moments {V(k),Q(k),y(k)},
training a model F amounts to minimizing a loss function
L over mini-batches B sampled from the dataset:

Σ(k,i,j)∈B L
(
F

(
V

(k)
i ,Q

(k)
j

)
,y

(k)
j

)
. (7)

A key design largely overlooked in video grounding is
the mini-batch sampling scheme during training. With mul-
tiple queries associated with a video snippet, a combination
of late fusion and proper sampling scheme allows us to re-
use video representations in training as is done in inference.

Query-centric sampling. Virtually all prior works sample
mini-batches uniformly at random from all pairs of valid
video snippets and text queries.2 This can be interpreted as
ancestral sampling: first draw a text query (and its moment),
then select a video snippet covering the moment:

Q
(k′)
j′ ,y

(k′)
j′ ∼ U

(
{(Q(k)

j ,y
(k)
j )}j×k

)
,

V
(k′)
i′ ∼ U

(
{(V(k′)

i ,Q
(k′)
j′ ,y

(k′)
j′ )+}

)
,

(8)

where U(·) denotes a discrete uniform distribution and
{(V(k′)

i ,Q
(k′)
j ,y

(k′)
j′ )+} is the union of all valid triplets: a

moment y(k′)
j′ of a text query Q

(k′)
j′ in a video snippet V(k′)

i .
This sampling process is repeated |B| times to con-

struct a mini-batch, with |B| the batch size. With a large

2A video snippet without any query is often discarded during training.

dataset, the resulting mini-batch will contain |B| snippet-
query pairs, each likely from a different video.
Video-centric sampling. To speed up the training of late
fusion models, we propose video-centric sampling that con-
siders every video snippet V(k)

i as a sample. Specifically,
we first draw a video based on its importance score, then
sample a snippet within the video, and finally select multi-
ple text queries associated with the snippet. This is defined
as the following ancestral sampling:

k′ ∼ P (k) =
M

(k)
+

ΣkM
(k)
+

i′ ∼ P (i; k′) =
N

(k′)
i

ΣkN
(k′)
i

{Q(k′)
j′ ,y

(k′)
j′ }Bq ∼ U

(
{(V(k′)

i′ ,Q
(k′)
j ,y

(k′)
j )+}

)
,

(9)

where M (k)
+ denotes the number of valid snippets in a video

V(k), and N
(k′)
i the number of queries in a snippet V(k′)

i .
Importantly, a total of Bq queries are drawn for the selected
video snippet V(k′)

i′ .
This sampling process is repeated |B|/Bq times for a

mini-batch, leading to |B|/Bq video snippets, each likely
from a different video yet with multiple (Bq) text queries.
This mini-batch thus allows us to re-use the video represen-
tations for the sampled snippets.
Cost analysis: query-centric vs. video-centric sampling.
Fig. 2(c) illustrates the key difference between query-
centric and video-centric sampling. Similar to our analysis
in Section 3.2, it is easy to show that late fusion combined
with video-centric training enables substantial speedup for
long snippets (α → 0) and large Bq:

Rtrain =
C(late fusion + video-centric training)
C(late fusion + query-centric training)

(10)

≈ 1 + α
1
Bq

+ α
→

{
Bq, α → 0

1 + 1
α , Bq → ∞

. (11)

3.4. Scalable Video Grounding: An Instantiation

We now present an instantiation with late fusion and video-
centric training for scalable video grounding. Our instan-
tiation, dubbed SnAG, is shown in Fig. 2(d). SnAG is a
single-stage Transformer model where every time step rep-
resents a moment candidate. It combines (a) a multi-scale
Transformer-based video encoder; (b) a Transformer-based
text encoder; (c) cross-attentions for late fusion; and (d)
convolutional heads for moment decoding.
Video encoder g. We use the ActionFormer backbone [61]
as our video encoder, given its superior performance on the
closely related task of temporal action localization. It trans-
forms input video features into a multi-scale representation
[Z(l)]Ll=1 = [Z(1),Z(2), ...,Z(L)] using Transformer layers
with local self-attentions [9]. We refer readers to the origi-
nal paper [61] for more details on model architecture.
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Text encoder h. Our text encoder is a vanilla Transformer.
It takes a query Q with K tokens [q1, ..., qK ] and outputs
their embeddings E = [e1, ...eK ]. This computation is light
compared to video encoding as K ≪ Tw for long videos.
Cross-modal late fusion FL. Our model uses a simple
variant of cross-attention for fusion. Specifically, it mod-
ulates [Z(l)]Ll=1 with an affine transformation given by E:

(W,B)(l) = MCA(LN(Z(l)),LN(E)),

Z̃(l) = W(l) ⊙ Z(l) +B(l),

X(l) = c̃⊙MLP(LN(Z̃(l))) + Z̃(l),

(12)

where LN is Layer Normalization [2], MLP is Multi-Layer
Perceptron, and MCA is Multi-head Cross-Attention [49],
whose output is split into affine weights W(l) and biases
B(l). c̃ are learnable per-channel scales, and X(l) the mod-
ulated video representations prior to moment decoding.
Moment decoding. After fusion, our model decodes each
time step into a moment candidate, similar to previous video
grounding models [7, 27, 31, 60]. Briefly, a classification
head predicts a score p

(l)
t for all x(l)

t within [X(l)]Ll=1, and
a regression head predicts the normalized distances from t

to the moment boundaries (dst , d
e
t ) if x(l)

t is classified posi-
tive. Both heads are lightweight, each comprising three 1D
convolutions. The decoded moment ŷ = (ŝ, ê) is given by

(t, l) = argmax
t,l

p
(l)
t ,

ŝ = 2l−1 · (t− dst ), ê = 2l−1 · (t+ det ).

(13)

At inference time, we further apply Soft-NMS [4] to merge
overlapping moment predictions.
Training and loss function. We use video-centric training
as described in Section 3.3. The loss function for a pair of
video snippet and text query is the sum of two terms: a Fo-
cal loss [26] Lcls for moment classification and a Distance-
IoU loss [69] Lreg defined on positive time steps for dis-
tance regression. Formally,

L =
1

C
(Lcls + λreg1

(l)
t Lreg), (14)

where 1(l)
t is an indicator function that evaluates to one on

positive time steps, C =
∑

t,l 1
(l)
t is the total number of

positive samples within the snippet, and λreg balances the
two loss terms. Center sampling [61] is used for selecting
positive time steps around the center of a target moment.

4. Experiments
Our main experiments include extensive comparisons of
SnAG to strong baselines on five challenging benchmarks
for video grounding. We further provide ablations on cross-
modal fusion and analyze the efficiency of SnAG in both
training and inference. More results are in the supplement.
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Figure 3. Visualization of dataset statistics. Circle radius is in
proportion to average number of queries per video. Long-video
benchmarks (Ego4D-NLQ, MAD and TACoS) consist of longer
videos with more queries and exhibit low moment coverage com-
pared to short-video benchmarks (ANet-Captions and Charades).

Model R@1 R@5

0.3 0.5 Avg 0.3 0.5 Avg

SF
+

B
ER

T
2D-TAN [67] 5.04 2.02 3.53 12.89 5.88 9.39
VSLNet [64] 5.45 3.12 4.29 10.74 6.63 8.69
CONE [17] 10.40 5.03 7.72 22.74 11.87 17.31
SOONet [36] 8.00 3.76 5.88 22.40 11.09 16.75
SnAG (video-centric) 9.83 6.83 8.33 27.93 19.27 23.60
SnAG (query-centric) 10.43 7.15 8.79 27.59 19.33 23.46

Eg
oV

LP

VSLNet [64] 10.84 6.81 8.83 18.84 13.45 16.15
CONE [17] 14.15 8.18 11.17 30.33 18.02 24.18
SnAG (video-centric) 15.72 10.78 13.25 38.39 27.44 32.92
SnAG (query-centric) 15.87 11.26 13.57 38.26 27.16 32.71

Table 1. Results on Ego4D-NLQ. SnAG outperforms all base-
lines. Best results are in bold and second best underlined.

Datasets. We categorize five benchmark datasets into two
groups based on their video and query statistics (Fig. 3).

Long videos, many queries. Ego4D-NLQ [16] 3 is a large
collection of egocentric videos on daily human activities.
The videos are 3.5 to 20 minutes long with an average of
11.6 queries. MAD [45] contains 1.2K hours of movies
with 384K queries transcribed from audio description. The
videos are 47 to 202 minutes long. TACoS [40] is a conven-
tional benchmark with 10.1 hours of cooking videos, with
an average of 143.5 queries per video. These datasets ex-
pose the scalability challenges that motivate our work and
thus are the main focus of our experiments.

Short videos, few queries. Charades-STA [43] is an ac-
tion recognition dataset later annotated for video ground-
ing [13]. The videos are ∼30 seconds long with ∼2.4
queries per video. ActivityNet-Captions [20] was collected
for dense video captioning and later repurposed for video
grounding. The videos are two minutes long on average
with a small set of ∼3.65 queries. Several works [35, 57]
advise against using these datasets as benchmarks for the

3All experiments are conducted using the Ego4D v1 dataset.
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Model R@1 R@5 R@10 R@50

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

CLIP [39] 6.57 3.13 1.39 15.05 9.85 5.44 20.26 14.13 8.38 37.92 28.71 18.80
VLG-Net [46] 3.64 2.76 1.65 11.66 9.31 5.99 17.39 14.56 9.77 39.78 34.27 24.93
Moment-DETR [21] 0.31 0.24 0.16 1.52 1.14 0.28 2.79 2.06 1.20 11.08 7.97 4.71
CONE [17] 8.90 6.87 4.10 20.51 16.11 9.59 27.20 21.53 12.82 43.36 34.73 20.56
SOONet [36] 11.26 9.00 5.32 23.21 19.64 13.14 30.36 26.00 17.84 50.32 44.78 32.59
SnAG (video-centric) 10.28 8.46 5.55 24.42 20.60 13.75 32.23 27.50 19.00 52.28 46.68 35.24
SnAG (query-centric) 10.18 8.37 5.44 24.30 20.35 13.51 32.05 27.25 18.75 52.05 46.53 34.83

Table 2. Results on MAD. SnAG outperforms all baselines. Best results are in bold and second best underlined.
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Figure 4. Visualization of moment predictions. SnAG can (a)
comprehend complex text queries with multiple objects and ac-
tions; (b) reason about temporal ordering of events.

temporal biases in their moment annotations. Nevertheless,
we report results on these datasets for completeness.

Baselines. On TACoS, Charades and ANet-Captions, we
compare to strong baselines including two-stage [28, 55,
56] and single-stage [30, 50, 70] models with various fusion
operations (LSTM [29, 51], GCN [27, 46], co-attention [24,
68], etc.). On Ego4D and MAD, we compare to their offi-
cial baselines (2D-TAN [67] and VSLNet [64] for Ego4D,
CLIP [39] and VLG-Net [46] for MAD) as well as the con-
current method of CONE [17] and SOONet [36] that sim-
ilarly address scalable video grounding. We discuss addi-
tional baselines in the supplement.

Evaluation metric. We report Recall@k at various tempo-
ral intersection-over-union threshold θ (R@k, tIoU=θ) for
all datasets. It measures the percentage of sentence queries
with at least one of the top-k moment predictions whose
temporal overlap with the ground-truth moment exceeds θ.

4.1. Long Videos, Many Queries

Experiment setup. For Ego4D, We consider (1) Slow-
Fast [12] video features with BERT [10] text features, and
(2) EgoVLP [38] video and text features. We train on the
train split and report R@{1, 5}, tIoU={0.3, 0.5} on the
val split. For MAD, we use CLIP [39] features for both
videos and text. We train on the train split and report
R@{1, 5, 10, 50}, tIoU={0.1, 0.3, 0.5} on the test split. For
TACoS, we use C3D video features [48] and GloVe [37] for

sentence embeddings. We train on the train split and report
R@{1, 5}, tIoU={0.5, 0.7} on the test split. We report re-
sults using both video-centric and query-centric training on
all datasets.
Results on Ego4D-NLQ (Table 1). SnAG sets the new
state of the art, achieving mean R@1 / R@5 scores of
8.79% / 23.60% with SlowFast/BERT features, and 13.57%
/ 32.92% with EgoVLP features, doubling or even tripling
the results of the official baselines [64, 67]. Compared to
the strong baselines of CONE [17] and SOONet [36], SnAG
improves mean R@1 and R@5 respectively by more than
1.05 and 6.29 absolute percentage points without taking ad-
vantage of external features.4 Further, SnAG demonstrates
a larger performance gain on the more stringent tIoU thresh-
old of 0.5, indicating more precise moment localization.
Results on MAD (Table 2). SnAG sets new records on the
challenging MAD dataset. It improves over CLIP [39] and
VLG-Net [46] on mean R@1 / R@5 at tIoU=0.5 by 3.90
/ 7.76 absolute percentage points. In the meantime, it out-
performs CONE [17] and SOONet [36], with larger gain
for more stringent tIoU thresholds. Further, SnAG achieves
stronger results as input snippet length increases, reaching
the best accuracy with Tw =16384 (Supplement Fig. A).
This scaling behavior highlights the strength of our scalable
model design for long-form video grounding.
Results on TACoS (Table 4 (left)). SnAG achieves an R@1
/ R@5 of 44.86% / 70.66% at tIoU=0.5, outperforming the
strongest baseline of MATN [66] by a significant margin
(+7.5% R@1, +12.1% R@5). This confirms that our simple
single-stage design with late fusion is a strong alternative to
multi-stage models with sophisticated fusion mechanisms.
Importantly, our scalable design enables learning from full-
resolution video features, whereas the baselines often ag-
gressively reduce feature resolution to contain their training
and inference cost on long-form videos. We hypothesize
that full-resolution video features capture detailed event dy-
namics and are key to the strong performance of SnAG.
Result visualization. We visualize predictions of SnAG
and the baselines on TACoS and Ego4D-NLQ videos.5 In

4CONE [17] leverages external CLIP [39] features in several steps.
5MAD videos are not publicly available due to copyright issues.
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Model R@1 R@5

0.3 0.5 0.3 0.5

(a) Fusion stage (early vs. late fusion)

No fusion 10.85 7.85 46.46 31.19

SnAG-E 53.34 44.01 79.56 69.41
SnAG-EL 54.84 44.54 81.13 70.11
SnAG-M 51.41 40.79 77.56 65.71

SnAG (ours) 55.14 44.94 81.10 70.66

(b) Fusion operation (global vs. token-wise)

Cat 49.39 39.24 77.31 65.36
Add 51.91 41.81 77.98 66.51
Scale 55.01 43.96 80.63 70.11
Add + Scale 53.36 43.09 80.43 69.58

XAttn 54.84 45.06 79.96 70.08
XAttn-affine (ours) 55.14 44.94 81.10 70.66

Table 3. Ablations results on TACoS. (a) Late fusion yields com-
parable results to early fusion (E, EL, M); (b) Fusion with token-
wise sentence embeddings (XAttn) produces better results than fu-
sion with global sentence embeddings (Cat, Add, Scale).

Fig. 4(a), a long query describes the complex interplay be-
tween two objects (pan and stove) and three actions (“take
from”, “place on”, and “turn on”). VLG-Net [46] rec-
ognized both objects yet none of the actions, while 2D-
TAN [67] identified one action (“take from”) but at the
same time missed one object (pan). By contrast, SnAG fol-
lowed the query semantics and produced accurate localiza-
tion. The other query in Fig. 4(b) tests the understanding of
temporal context. SnAG leveraged the keyword “before” to
identify the correct moment before the action (“pick up”),
whereas VSLNet [64] only attended to the object (can), thus
mistakenly predicting a moment after the action.

4.2. Short Videos, Few Queries

Experiment setup. We extract video features using both
C3D [48] (pretrained on Sports-1M [18]) and I3D [5] (pre-
trained on Kinetics [19]) for Charades-STA, and use the of-
ficial C3D features for ActivityNet-Captions. We use GloVe
word embeddings [37] to represent sentence queries for
both datasets. We train on their respective train splits, report
R@{1, 5}, tIoU={0.5, 0.7} on the test split of Charades-
STA, and R@{1, 5}, tIoU={0.3, 0.5} on the val 2 split of
ActivityNet-Captions. Following standard practice, we re-
size all video features to a uniform length of 256.

Results on Charades-STA (Table 4 (middle)). SnAG out-
performs all previous methods by a wide margin. It obtains
33.52% R@1 and 64.11% R@5 at tIoU=0.7 with C3D fea-
tures, 2.10 and 4.52 absolute percentage points higher than
the latest SSRN [71] baseline. It further attains 46.26%
R@1 and 71.94% R@5 at tIoU=0.7 with I3D features, set-
ting new state of the art on this competitive benchmark.

Results on ActivityNet-Captions (Table 4 (right)). SnAG
achieves competitive results, reaching an R@1 / R@5 score
of 30.56% / 63.41% at tIoU=0.7. It is only outperformed by
a few latest models [22, 27, 71] while being much simpler.

4.3. Ablation Studies

We conduct extensive ablations on TACoS to study key de-
sign choices for cross-modal fusion.
Early vs. late fusion. Does late fusion enable better scala-
bility at the expense of accuracy? We study three variants
of SnAG with common early-fusion designs: (1) SnAG-E
with fusion before the pyramid; (2) SnAG-EL with fusion
before and after the pyramid; (3) SnAG-M with repeated fu-
sion within the pyramid. Table 3 confirms that early and
late fusion yield comparable results.
Choice of fusion operation. We study fusion operations
used by strong baselines, including point-wise addition,
multiplication, and concatenation of video representations
with global sentence embeddings, as well as vanilla cross-
attention with token-level sentence embeddings. According
to Table 3, token-level embeddings produce better results,
and our cross-attention variant further boosts performance.

4.4. Efficiency Analysis

Finally, we conduct an efficiency analysis of our method.
Breakdown of model capacity. A key design choice of
SnAG is to carefully balance the model capacity among its
video encoder, text encoder, and moment decoder including
the fusion module and the localization heads. For a detailed
breakdown of model capacity, we measure their respective
parameter size and MACs in percentage. Fig. 5(a) indi-
cates that SnAG’s video encoder absorbs a significant por-
tion of parameters and compute, such that per-query eval-
uation (i.e., text encoding, fusion, and decoding) occupies
∼50% of the total computation. This design is naturally
in favor of video-centric training and inference, where the
costly video encoding is shared among many queries.
Video-centric vs. query-centric training. Fig. 5(b)
presents the training time and GPU memory usage of video-
centric training relative to conventional query-centric train-
ing. The results show that the amount of saving correlates
with snippet length and number of queries. Video-centric
training is thus preferred for long videos with many queries.
Bq in video-centric training. We further study how Bq ,
the number of text query samples per video, trades off ac-
curacy for efficiency in video-centric training. On MAD,
we fix the batch size |B| = 32 for a mini-batch B, vary
Bq between 1 and |B|, and report training time, GPU mem-
ory usage and test accuracy relative to query-centric training
(i.e., Bq = 1). Fig. 5(d) reveals that test accuracy is unaf-
fected even with a large Bq = 32 (i.e., a single video per
mini-batch), while training time and GPU memory usage
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Method
TACoS (C3D) Charades-STA (I3D) Charades-STA (C3D) ActivityNet-Captions (C3D)

R@1 R@5 R@1 R@5 R@1 R@5 R@1 R@5
0.3 0.5 0.3 0.5 0.5 0.7 0.5 0.7 0.5 0.7 0.5 0.7 0.5 0.7 0.5 0.7

CTRL ICCV 17 [13] 18.32 13.30 36.69 25.42 - - - - 23.63 8.89 58.92 29.52 - - - -
QSPN AAAI 19 [56] - - - - - - - - 35.60 15.80 79.40 45.40 27.70 13.60 59.20 38.30
SCDM NeurIPS 19 [58] 27.64 23.27 40.06 33.49 54.92 34.26 76.50 60.02 - - - - 36.90 20.28 66.84 42.92
2D-TAN AAAI 20 [67] 45.61 35.77 69.11 57.31 56.64 36.21 89.14 61.13 41.10 23.25 81.53 48.55 46.16 29.21 78.80 60.85
CBP AAAI 20 [51] 27.31 24.79 43.64 37.40 - - - - 36.80 18.87 70.94 50.19 35.76 17.80 65.89 46.20
DRN CVPR 20 [60] - 23.17 - 33.36 53.09 31.75 89.06 60.05 45.40 26.40 88.01 55.38 45.45 24.36 77.97 50.30
BPNet AAAI 21 [55] 25.96 20.96 - - 50.75 31.64 - - 38.25 20.51 - - 42.07 24.69 - -
CPNet AAAI 21 [24] 42.61 28.29 - - 60.27 38.74 - - 40.32 22.47 - - 40.56 21.63 - -
SMIN CVPR 21 [50] 48.01 35.24 65.18 53.36 64.06 40.75 89.49 68.09 - - - - 48.46 30.34 81.16 62.11
CBLN CVPR 21 [29] 38.98 27.65 73.12 46.24 61.13 38.22 90.33 61.69 47.94 28.22 88.20 57.47 48.12 27.60 79.32 63.41
CPN CVPR 21 [68] 47.69 36.33 - - 51.07 31.54 - - - - - - 45.10 28.10 - -
DeNet CVPR 21 [70] - - - - 59.70 38.52 91.24 66.83 - - - - 43.79 - 74.13 -
MATN CVPR 21 [66] 48.79 37.57 67.63 57.91 - - - - - - - - 48.02 31.78 78.02 63.18
VLG-Net ICCVW 21 [46] 45.46 34.19 70.38 56.56 - - - - - - - - 46.32 29.82 77.15 63.33
APGN EMNLP 21 [28] 40.47 27.86 59.98 47.12 62.58 38.86 91.24 62.11 48.20 29.37 89.05 58.49 48.92 28.64 78.87 63.19
IA-Net EMNLP 21 [30] 37.91 26.27 57.62 46.39 61.29 37.91 89.78 62.04 - - - - 48.57 27.95 78.99 63.12
RaNet EMNLP 21 [14] 43.34 33.54 67.33 55.09 60.40 39.65 89.57 64.54 - - - - 45.59 28.67 75.93 62.97
MGSL-Net AAAI 22 [30] 42.54 32.27 63.39 50.13 63.98 41.03 93.21 63.85 - - - - 51.87 31.42 82.60 66.71
MMN AAAI 22 [52] 39.24 26.17 62.03 47.39 - - - - - - - - 48.59 29.26 79.50 64.76
SSRN EMNLP 22 [71] 45.10 34.33 65.26 51.85 65.59 42.65 94.76 65.48 50.39 31.42 90.68 59.94 54.49 33.15 84.72 68.48
G2L ICCV 23 [22] 42.74 30.95 65.83 49.86 - - - - - - - - 51.68 33.35 81.32 67.60
SnAG (video-centric) 56.44 44.86 81.15 70.66 64.62 46.26 92.55 71.94 51.72 33.52 92.55 64.11 48.55 30.56 81.71 63.41
SnAG (query-centric) 55.01 44.51 80.68 70.13 65.13 45.91 92.80 71.75 51.10 31.77 90.22 62.15 47.55 29.65 81.55 62.21

Table 4. Results on TACoS, Charades-STA and ActivityNet-Captions. SnAG outperforms all baselines on TACoS and Charade-STA
by a large margin, while being highly competitive on ActivityNet-Captions. Best results are in bold and second best underlined.
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Figure 5. (a) Model capacity. T, E, M denotes TACoS, Ego4D and MAD, respectively (also in (b)). Shaded bar: % of parameters, Colored
bar: % of MACs. SnAG places more parameters and compute in video encoder for less expensive per-query evaluation (fusion + decoding).
(b, c) Video-centric vs. query-centric inference (b) and training (c). SnAG saves up to 50% training time, 40% GPU memory and 80%
test time, and delivers up to 40% faster convergence relative to query-centric training / inference. (d) Effect of Bq on training efficiency
and test accuracy on MAD. Training on MAD is faster and takes less GPU memory as Bq grows, while the test accuracy is unaffected.

drop by a significant 55% and 42%, approaching the upper
bound by our analysis.

Video-centric vs. query-centric inference. We now ask to
what extent the re-use of video representations enabled by
SnAG’s late fusion design accelerates inference. Fig. 5(b)
presents the percentage of time spent by our video-centric
inference scheme relative to query-centric inference, where
the full model is evaluated on each and every video-query
pair. Consistent with earlier findings on video-centric train-
ing, longer videos with more queries result in more saving
in inference time. On the challenging MAD dataset, this
alone brings a major reduction (65%) in test time.

Inference speed. With window filtering [17], inference of
SnAG on the val split of MAD takes 12 minutes on a single
P100 GPU. This is 33% faster than CONE [17] (∼18 mins)
and 63% faster than SOONet [36] (∼32 mins).6

6SOONet reports an inference time of 8.2 mins on a single A100 GPU.

5. Conclusion

In this paper, we presented a simple and accurate model to-
wards scaling up video grounding. We provided extensive
analysis on the complexity of video grounding models from
the perspective of cross-modal fusion, and argued that late
fusion is key to scalability in video duration and query size.
Our model, SnAG, is a simple instantiation of late fusion
with minimalist design. It achieves superior accuracy and
efficiency on a spectrum of challenging benchmarks and
compares favorably to strong baselines including those ded-
icated to efficient inference on long videos. We hope our
analysis and model design can shed light on video ground-
ing and more broadly scalable video understanding.
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