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Abstract

Text-to-image generative models can generate high-
quality humans, but realism is lost when generating hands.
Common artifacts include irregular hand poses, shapes, in-
correct numbers of fingers, and physically implausible fin-
ger orientations. To generate images with realistic hands,
we propose a novel diffusion-based architecture called
HanDiffuser that achieves realism by injecting hand em-
beddings in the generative process. HanDiffuser consists
of two components: a Text-to-Hand-Params diffusion model
to generate SMPL-Body and MANO-Hand parameters from
input text prompts, and a Text-Guided Hand-Params-to-
Image diffusion model to synthesize images by condition-
ing on the prompts and hand parameters generated by the
previous component. We incorporate multiple aspects of
hand representation, including 3D shapes and joint-level
finger positions, orientations and articulations, for robust
learning and reliable performance during inference. We
conduct extensive quantitative and qualitative experiments
and perform user studies to demonstrate the efficacy of
our method in generating images with high-quality hands.
Project page: https://supreethn.github.io/
research/handiffuser/index.html

1. Introduction
Text-to-Image (T2I) generative models have shown impres-
sive advancement in recent years. Generative models such
as Stable Diffusion [56], Imagen [58], and GLIDE [45]
can generate high quality, photorealistic images. However,
these methods often struggle to synthesize high-quality and
realistic hands. The generated hands often have improba-
ble hand poses, irregular hand shapes, incorrect number of
fingers, and poor hand-object interactions (Fig. 1).

Generating images with high-quality hands is a challeng-
ing problem since hands often take up a small part of the
image, but are highly articulate. They have high degrees
of freedom, with a wide variety of flexibility where fin-
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gers can bend to various degrees relatively independently.
Hands can also occur in various shapes, sizes, and orien-
tations and can be occluded with other human body parts.
Further, hands often interact with objects and can have a
wide range of grasps depending on the object’s size, shape,
and affordance. Therefore, capturing such a vast range of
articulations and interactions directly from text inputs re-
mains challenging. Despite having billions of parameters
and several millions of trainable images, T2I models strug-
gle to generate realistic hands.

A central challenge in hand image generation is learn-
ing diverse hand poses and configurations at scale. Existing
hand representations based on keypoint skeletons and shape
formats [34, 57] are useful for generative tasks in pose an-
imation [66] and hand-object interactions [12]. These rep-
resentations provide a grounded understanding of plausible
hand shapes and postures, especially in relation to the rest
of the body and different interacting objects. However, the
necessary steps to incorporate these hand representations
into T2I pipelines, in terms of both learning these repre-
sentations from text prompts and mapping these representa-
tions into the pixel space of images, remain open problems.
These problems are exacerbated when we consider naturally
constructed prompts, which often imply rather than specify
hand postures and articulations (e.g., all prompts in Fig. 1).
Prompt engineering [16, 33], focusing on hand descriptions,
can potentially improve the generation quality. But it comes
with the cost of distilling and learning appropriate prompts
from large-scale data, and with the caveats of learning spu-
rious inter-relationships between the prompt and the hands
or between the hands and the rest of the images.

In this paper, we propose a learning-based model to gen-
erate images containing realistic hands in an end-to-end
fashion from text prompts. Our model, called HanDif-
fuser, consists of two key trainable components. The first
component, Text-to-Hand-Params (T2H), generates param-
eters of a hand model [34, 57] conditioned on the input
text prompts. The second component, Text-Guided Hand-
Params-to-Image (T-H2I), uses the hand parameters and the
input text prompts as conditions to generate images. By
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Figure 1. Generating realistic hands. Text-to-Image generative models, e.g., [56], often produce various hand artifacts (top row). We
inject hand embeddings, capturing hand shapes, poses, and articulations, in the generation process to generate realistic hands (bottom row).

conditioning the image generation on accurate hand mod-
els, HanDiffuser can generate high-quality hands with plau-
sible hand poses, shapes, and finger articulations. Specifi-
cally, we consider three aspects of hand representation, each
serving a unique purpose. These include the spatial loca-
tions of hand joints to capture the hand pose, the joint ro-
tations to capture the finger orientations and articulations,
and the hand vertices to capture the overall hand shape. We
design a novel Text+Hand Encoder by extending the CLIP
encoder [54] to obtain joint embeddings for these three rep-
resentations together with the text. We use the proposed
joint embeddings to condition the image generation, allow-
ing us to generate images by conditioning on both the hand
parameters and the text.

We train the two components of HanDiffuser indepen-
dently. We train T2H using around 450K text and 3D human
pairs and fine-tune T-H2I using around 900K text and image
pairs. Once trained, we use the two components end-to-end
in a single inference pipeline to generate images from text
prompts. We conduct extensive experiments and user stud-
ies to show the effectiveness of the HanDiffuser in generat-
ing images with high-quality hands.

In short, the contributions of our paper are:

• HanDiffuser, a generative model to synthesize images
with high-quality hands by conditioning on text and hand
embeddings. It has two novel components: Text-to-Hand-
Params and Text-Guided Hand-Params-to-Image.

• Text-to-Hand-Params, a diffusion model to generate
SMPL-Body and MANO-Hand parameters from text in-
puts. The generated MANO-Hands are used to further
condition the image generation.

• Text-Guided Hand-Params-to-Image, a diffusion
model to generate images with high-quality hands by
conditioning on hand and text embeddings. We design
hand embeddings to capture hand shape, pose, and finger

orientations and articulations.

2. Related Work
We briefly summarize related work on text-to-image gen-
eration, concurrent work on text-to-human generation, and
commonly used hand representations.

Text-to-Image Generation. Text-guided image generation
is a well-studied problem, with modern approaches rang-
ing from GANs [65, 68, 70, 78], autoregressive genera-
tion approaches [37, 55], and VQ-VAE transformers [13]
to state-of-the-art diffusion models [11, 21, 22, 61]. Text-
to-image generation using diffusion models often bootstrap
the generative pipeline with pre-trained language models,
such as BERT [10] or CLIP [54], to efficiently learn from
the text information [4, 17, 38, 45, 73]. More recently, Sta-
ble Diffusion [56] performs diffusion in the latent image
space to generate high-quality images at low computational
costs. Imagen [58], by contrast, diffuses the pixels directly
in a hierarchical fashion. ControlNet [74] provides addi-
tional controllability in the image generation process in the
form of conditioning signals ranging from sketches to pose
priors. Latest software products for text-to-image genera-
tion include Midjourney [39], DALL-E 3 [46], and Fire-
fly [1]. While the advancements in this area have been rapid
and significant, generating highly articulate hands remains
prone to unrealistic artifacts.

Text-to-Human Generation. Alongside image genera-
tion, there has also been considerable progress in human
pose and motion generation from text prompts. Recent
generative methods typically follow various skeletal joint
formats, such as OpenPose [5], or combined joint and
mesh formats, such as SMPL [34], to represent the hu-
man body. They train on various large-scale pose and
motion datasets, including KIT [51], AMASS [36], BA-
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Figure 2. HanDiffuser architecture. Our architecture consists of two components. The first component, Text-to-Hand-Params (T2H),
takes the text as input and generates body and hand parameters. The second component, Text-Guided Hand-Params-to-Image (T-H2I), uses
the hand parameters from the first component and the text to generate images with high-quality hands. The Text+Hand encoder jointly
encodes hand parameters and text, and captures hand pose, articulation, and shape.

BEL [53], and HumanML3D [18]. To efficiently map text
prompts to motion sequences, text-to-motion generation
methods learn combined representations of language and
pose using techniques ranging from recurrent neural net-
works [2, 30], hierarchical pose embeddings [3, 14], and
VQ-VAE transformers [49, 50] to motion diffusion mod-
els [7, 28, 66, 75]. Some approaches even generate 3D
meshes on top of pose motion synthesis to synthesize fully
rendered humans [23, 71]. Separate from motion synthesis,
there are works on generating parametric pose models from
text [8, 9, 47]. However, these methods focus on the human
body and ignore the hand regions. As a result, they cannot
generate articulate hands. There is a method [43] to gener-
ate plausible hands using ControlNet but it requires a hand
skeleton or mesh as an additional input. A concurrent work
[35] proposes an inpainting approach to refine hands. Given
a generated image, the method reconstructs 3D meshes for
hands and further refines hand regions. As a result, the qual-
ity of the reconstructed hand mesh, and consequently the
final refined hand, depends on the quality of the initially
generated hand. On the contrary, our method first generates
hand mesh parameters from the prompt and further condi-
tions the image generation on such intermediate hand pa-
rameters. Moreover, [35] ignores the hand-object interac-
tions in the initial image and might not preserve hand-object
occlusions and interactions when refining hands.

Hand Representations. Available datasets on hand config-
urations, gestures, and hand-object interactions offer hand
representations in a variety of formats, including bound-
ing boxes, silhouettes, depth maps [25, 29, 31, 40–42, 44,
60], keypoints and parametric models [12, 26, 27, 57].
These representations are useful for multiple hand-centric
tasks, including detection [67], gesture and pose recogni-

tion [76], motion generation [64, 77], and hand-object in-
teractions [15, 24, 63]. Our work combines representa-
tions based on keypoint and parametric models to efficiently
encode diverse hand shapes and highly articulated finger
movements.

3. HanDiffuser

Fig. 2 illustrates the proposed HanDiffuser architecture.
Given a text input, HanDiffuser first uses a novel Text-to-
Hand-Params diffusion model to generate the parameters
of the human body and hand models. The second com-
ponent is the Text-Guided Hand-Params-to-Image diffusion
model that generates the output image by conditioning on
the hand model and the text. This section provides more
detailed insights into the Text-to-Hand-Params and Text-
Guided Hand-Params-to-Image models, following a brief
introduction to the fundamentals of human models and sta-
ble diffusion.

3.1. Preliminaries

SMPL-H. Our Text-to-Hand-Params model generates pa-
rameters of human body and hand models from text in-
puts. We use SMPL [34] and MANO [57] as our body
and hand model, respectively. The SMPL is a differentiable
function Mb(θb, βb) that takes a pose parameter θb ∈ R69

and shape parameter βb ∈ R10, and returns the body mesh
Mb ∈ R6890×3 with 6890 vertices. Similarly, MANO is
a differentiable function Mh(θh, βh, s) that takes the hand
pose parameter θh ∈ R48, hand shape parameter βh ∈ R10,
and the hand side s ∈ {left, right}, and returns hand mesh
Mh ∈ R778×3 with 778 vertices. The 3D hand joint lo-
cations Jh ∈ Rk×3 = WhMh can be regressed from ver-
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tices using a pre-trained linear regressor Wh. The SMPL-H
model combines the body, left hand, and right hand model
into a single differntiable function M(θ, β) with pose pa-
rameters θ=(θb, θlh, θrh) and shape parameters β. The pose
parameters θb, θlh, and θrh captures the root-relative joint
rotations for body, left hand, and right hand, respectively.
The shape parameter β captures the scale of the person.

Stable Diffusion. Our Text-Guided Hand-Params-to-
Image model is built upon Stable Diffusion [56]. Stable
Diffusion is a latent diffusion model consisting of an auto-
encoder, a U-Net for noise estimation, and a CLIP text en-
coder. The encoder E encodes an image x into a latent rep-
resentation z = E(x) that the diffusion process operates
on. The decoder D reconstructs the image from x̂ = D(z)
from the latent z. The U-Net is conditioned on the denois-
ing step t and the text τtext(text), where τtext(text) is a
CLIP [54] text encoder that projects a sequence of tokenized
texts into an embedding space. To jointly condition the im-
age generation on hand parameters and the text, we replace
the text encoder τtext(text) with a novel Text+Hand en-
coder τtext+h(text, hand) that jointly embeds the text and
hand parameters into a common embedding space.

3.2. Text-to-Hand-Params Diffusion

The Text-to-Hand-Params diffusion model takes a text as
input and generates the pose parameters θ = (θb, θlh, θrh)
and shape parameters β for the SMPL-H model by condi-
tioning on the text.

We define x := (θ, β) and model the forward diffusion
process by iteratively adding Gaussian noise to x for T time
steps:

q (xt|xt−1) = N (
√
αtxt−1, (1− αt)I) , (1)

where αt ∈ (0, 1) are constant hyper-parameters.
We model the text-conditioned SMPL-H generation dis-

tribution p(x0|c) as the reverse diffusion process of gradu-
ally denoising xT . Following [66], we learn the denoising
by directly predicting x̂0 = G(xt, t, c) using a model G.
We train the reverse diffusion using the training objective:

L1 = Ex0∼q(x0|c),t∼[1,T ]||x0 −G(xt, t, c)||22. (2)

We get the conditional text embeddings c by encoding
the text using CLIP [54]. We implement G using a trans-
former encoder-only architecture similar to MDM [66].

Given a text during inference, we conditionally sample
x = (θ, β). We use the shape and pose parameters to ob-
tain the joints Jlh, Jrh and vertices Mlh,Mrh for left and
right hands using MANO-Hand model. We also choose
camera parameters and project Jlh, Jrh into an image space
and obtain the corresponding image-space joint locations
J2D
lh , J2D

rh . We use the joint rotations θlh, θrh, hand vertices
Mlh,Mrh, and spatial joint locations J2D

lh , J2D
rh to condi-

tion the image generation in the next stage.

3.3. Text-Guided Hand-Params-to-Image Diffusion

The Text-Guided Hand-Params-to-Image diffusion model is
built upon Stable Diffusion [56] and conditions the image
generation on hand parameters generated from the Text-to-
Hand-Params model and the text. Specifically, Text-Guided
Hand-Params-to-Image uses a novel Text+Hand Encoder
τtext+h to first obtain joint embeddings for text and hand
parameters. It then uses the joint hand and text embeddings
to condition the image generation. We provide more details
on this below.

Text+Hand Encoder. Given the provided text, along with
the spatial joint locations J2D

h , vertices Mh, and joint rota-
tions θh of the hand, our goal is to generate D-dimensional
embeddings to encode both the text and hand parameters.
Here D denotes the CLIP [54] token embedding dimension.
To encode hand joint locations in the image space, we fol-
low [6, 69] and introduce additional positional tokens. We
quantize the image height and width uniformly into Nbins

bins. This allows us to approximate and tokenize any nor-
malized spatial coordinate into one of Nbins tokens. We then
encode the text tokens and the hand joint spatial tokens into
a D-dimensions using ftext+J2D

h
. Specifically, we construct

ftext+J2D
h

by introducing an additional Nbins × D embed-
ding layer into an existing CLIP token embedder and fine-
tune it during training. To encode hand vertices, we trans-
form them to basis point set (BPS) [52] representations and
pass through fMh

, a Multi-Layer Perceptron (MLP) con-
sisting of fully-connected linear and ReLU layers. Simi-
larly, we encode 6D hand joint rotations θh using an MLP
fθh consisting of fully-connected linear and ReLU layers.
Finally, we concatenate embeddings from text, spatial hand
joints, hand vertices, and hand joint rotations to produce
joint text and hand embeddings.

Diffusion. We instantiate the Text-Guided Hand-Params-
to-Image using Stable Diffusion [56] and train using the
following objective

L2 = EE(x),ϵ∼N (0,1),t,y||ϵ− F (zt, t, τtext+h(y)) ||22. (3)

In the above equation, the condition y =
(text, J2D

h ,Mh, θh) denotes the combination of the
text and the hand parameters, which include spatial joint
locations, vertices, and joint rotations. The function F
is a denoising U-Net to predict the noise, τtext+h is the
trainable Text+Hand encoder. We refer the readers to [56]
for more details regarding Eq. (3).

Generating SMPL-H vs Skeletons in Text-to-Hand-
Params Diffusion. We design the first component of Han-
Diffuser to generate pose and shape parameters of SMPL-
H instead of keypoints or skeletons since SMPL-H encodes
topological and geometric priors about humans and encodes
richer information than skeletons. Also, SMPL-H param-
eters tend to be more robust to noise than skeletons; we
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Method FID ↓ KID ↓ FID-H ↓ KID-H ↓ Hand Conf. ↑

Stable Diffusion 29.005 9.63×10−3 34.372 4.63×10−2 0.887
Stable Diffusion Fine-tuned 20.056 7.91×10−3 31.219 3.09×10−2 0.913
ControlNet 18.694 5.93×10−3 28.091 2.19×10−2 0.969

HanDiffuser w/o 2D hand joints 16.839 5.21×10−3 29.902 2.46×10−2 0.953
HanDiffuser w/o 3D joint rotation and vertices 14.586 4.14×10−3 28.186 2.21×10−2 0.961
HanDiffuser (proposed) 13.918 4.07×10−3 27.550 2.11×10−2 0.978

Table 1. Quantitative results. We report the scores of current baselines and ablated versions of our method on multiple evaluation metrics.
↑ indicates higher values are better, ↓ indicates lower values are better.

Figure 3. Qualitative results. We compare the quality of hands
in images generated by different methods from the same text
prompts. (Images are generated at 512x512 resolution)

can still get plausible poses even with noisy SMPL-H pa-
rameters, whereas noisy joint locations lead to implausi-
ble poses. Since we are generating parameters (51 joint
rotations and 10 shape parameters) of SMPL-H mesh, the
Text-to-Hand-Params component is computationally lighter
compared to the second component, Text-Guided Hand-
Params-to-Image .

4. Experiments

This section describes the datasets used to train HanDif-
fuser , implementation details, and evaluation metrics used.
We also present qualitative and quantitative results, and user
studies to show the efficacy of HanDiffuser in generating
images with high-quality hands.

4.1. Datasets

We train the two components of HanDiffuser using our own
curated datasets. We start with 930K paired text and images,
then curate it to remove inappropriate and harmful content
and validate the quality of the images through independent
content creators. We randomly split the dataset to obtain
900K train and 30K test text-image pairs. We further pre-
process the dataset to obtain SMPL-H parameters. Specifi-
cally, we use [62] to obtain SMPL parameters for the body
and [57] to obtain MANO parameters for hands. We re-
ject estimated SMPL body and MANO hands that have low
confidence scores. Finally, we curate two datasets using the
estimated hand and body parameters. The first dataset con-
sists of tuples of the form (text, SMPL-H). We keep such tu-
ples only for images where we can reliably estimate SMPL-
H parameters. This dataset has 450K tuples (text, SMPL-
H) and is used to train the first component of the HanD-
iffuser, Text-to-Hand-Params. The second dataset consists
of triplets of the form (text, image, SMPL-H), and we keep
all 930K triplets. We use this dataset to train the second
component of HanDiffuser, Text-Guided Hand-Params-to-
Image. During training, we only conditioned the image gen-
eration on hand parameters when the SMPL-H parameters
were reliably estimated.

4.2. Implementation Details

We train the Text-to-Hand-Params diffusion to generate
the SMPL-H pose θ and shape β by conditioning on the
text. We encode the text using a frozen CLIP-ViT-B/32
model [54]. We train the Text-to-Hand-Params model us-
ing a classifier-free guidance [20] by randomly setting 10%
of the text conditions to be empty. We train this model for
100 epochs on a single A100 GPU using a batch size of 64.
We use 1000 steps and a guidance scale of s = 2.5 dur-
ing the inference. We fine-tune Text-Guided Hand-Params-
to-Image starting from the Stable Diffusion v1.4 check-
point. To implement the Text+Hand encoder τtext+h, we
start with the CLIP ViT-L/14 model and introduce addi-
tional Nbins = 1000 positional tokens for spatial hand
joints. We choose simple three-layer MLPs fMh

and fθh
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to encode hand vertices and joint rotations, respectively.
We fine-tune Text-Guided Hand-Params-to-Image, includ-
ing the Text+Hand encoder τtext+h, for 20 epochs on eight
A100 GPUs using a batch size of 8 and AdamW optimizer
with a constant learning rate of 10−4. We perform infer-
ence with 50 PLMS [32] steps using a classifier-free guid-
ance [20] of 4.0.

HanDiffuser Inference. Given a text input, we first sam-
ple SMPL-H parameters using our trained Text-to-Hand-
Params model. We then extract the MANO hand parame-
ters from SMPL-H and choose camera parameters randomly
with some constraints to make hands somewhat visible in
the image and obtain spatial hand joint joints. Finally, we
use these spatial hand joints, MANO parameters, and the
text to conditionally sample an image from our trained Text-
Guided Hand-Params-to-Image model.

4.3. Evaluation Metrics

We access the quality of generated images from HanDif-
fuser using the Frechet Inception Distance (FID) and Ker-
nel Inception Distance (KID) [19, 48]. Since FID and KID
measures the overall quality of the image, we also compute
FID-H and KID-H to measure the quality of images only in
the hand regions. We perform this by first extracting crops
using hand bounding boxes and then computing FID and
KID using such hand crops. We also measure the quality
of hands using average hand detection confidence scores.
Specifically, we run an off-the-shelf hand detector [72] on
generated images and compute the confidence scores for de-
tection. Higher confidence scores mean that the hand detec-
tor is more confident of a region being a hand, indicating
higher-quality hand generations.

4.4. Quantitative Results and Ablation Studies

We compare the proposed HanDiffuser with three different
methods and report these results in Table 1. First, we use
an off-the-shelf Stable Diffusion [56] model pre-trained on
the LAION-5B [59] dataset. The LAION-5B dataset is a
general-purpose text and image pairs dataset and does not
necessarily focus on humans. Therefore, a Stable Diffu-
sion model trained on the LAION-5B dataset does not per-
form well on images solely focused on humans. Second,
we fine-tuned Stable Diffusion on our dataset and observed
that it generated better images than the pre-trained model.
While this generates better performance than the pre-trained
model, the performance is still low compared to the pro-
posed HanDiffuser. Third, we experiment with Control-
Net [74], a popular latent diffusion model that uses spa-
tial control images to condition the image generation pro-
cess. We train a ControlNet architecture on our dataset us-
ing hand-pose skeleton images as controls. However, unlike
HanDiffuser, which generates images directly from text in-
put, ControlNet requires an additional hand pose skeleton

Figure 4. Illustrative SMPL-H results, generated from our Text-
to-Hand-Params model.

image as input during inference. To address this, we di-
rectly use the ground-truth skeleton images from the test
data as control images. Despite employing these ground-
truth control images, ControlNet does not perform as well
as HanDiffuser.

It is important to note that the reported FID-H, KID-H,
and hand confidence scores for Stable Diffusion and Sta-
ble Diffusion Fine-tuned in Table 1 are optimistic perfor-
mance measures. To evaluate the performance of these two
methods, we first ran a hand detector [72] to obtain hand
crops. However, this approach is biased towards rejecting
bad hand generations since the hand detector cannot local-
ize low-quality hand generations, leaving out unrealistic-
looking generated hands from evaluation. On the con-
trary, the corresponding metrics for ControlNet and Han-
Diffuser in Table 1 are the true performance measures since
both the methods generate images conditioned on hands, al-
lowing us to crop every generated hand precisely.

We also study the benefits of different hand representa-
tions that are used to condition the hand generation in Han-
Diffuser. First, we evaluate HanDiffuser by omitting the
spatial hand joint locations J2D

h in hand embeddings. Sec-
ond, we evaluate HanDiffuser by omitting the hand joint ro-
tations θh and hand vertices Mh in hand embeddings. We
report these results in the fourth and fifth row of Table 1.
These results show that all three hand representations help
in generating quality hands.

4.5. Qualitative Results and Failure Cases

We report some good qualitative results in Fig. 3. We com-
pare results from Stable Diffusion, ControlNet [74], the pro-
posed HanDiffuser without hand joint rotations and vertices
embeddings, and HanDiffuser. Stable Diffusion does not
generate realistic hands even after fine-tuning on human-
centric datasets. It generates an incorrect number of hand
fingers, poor hand-object interactions, implausible finger
orientations, and hand shapes. ControlNet generates better-
looking results but requires hand skeleton control images
as additional input. We can see that HanDiffuser generates
hands with plausible hand poses by conditioning the image
generation on spatial hand joint locations. Further condi-
tioning on hand joint rotations and vertices enables HanDif-
fuser to generate high-quality, detailed hands with plausible
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Figure 5. Generating images from text via SMPL-H. The inter-
mediate SMPL-H representations are essential in generating real-
istic hand appearances.

Figure 6. HanDiffuser failure cases. We note some failure cases
when the given action may be unclear (e.g., “adjusts” in the first
image from left), the model does not exactly follow the hand pose
description (second image from left), the model does not fully real-
ize the finger dexterity when handling small and thin objects (third
image from left), and model does not strictly obey the intended
affordance of the object (fourth image from left).

orientations and shapes.
Fig. 4 shows a few SMPL-H results generated from text

inputs using our Text-to-Hand-Params. While we only use
hand parameters from these SMPL-H outputs, our Text-to-
Hand-Params can be directly used in other applications that
require generating SMPL-H models from text inputs. We
also show how Text-Guided Hand-Params-to-Image maps
these SMPL-H results to generated images in Fig. 5. Fig. 6
shows some failure cases of HanDiffuser.

4.6. User Studies

We evaluate the quality of both our generated images and
the intermediate outputs of our approach through two dif-
ferent user studies. We evaluate the generated images in
two aspects. The first is (A) plausibility, which consid-
ers how natural the hands look, for example, in terms of
hand shapes, finger orientations, number of fingers, hands,
and how clearly the hands are in focus in the image. The
second is (B) relevance, which considers how natural the
hand poses or gestures appear given the prompt, for exam-
ple, holding objects or gesticulating conventionally (unless
otherwise specified in the prompt).

We evaluate the intermediate SMPL-H outputs for gen-
erating the images in three aspects: (A) plausibility of the
pose, (B) relevance to prompt, and (C) consistency with the
generated image.

Setup. We compare three methods in the user study
to evaluate the generated images: fine-tuned Stable Dif-
fusion (SD-FT), HanDiffuser trained with only 2D hand
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(b) Results on the relevance of generated images to given prompts

Figure 7. User study results for generated images. We report
the mean fraction of responses for each point on the Likert scale.

Image Aspect SD-FT HanDiffuser-2D HanDiffuser (proposed)

Plausibility ↑ 2.74± 0.08 3.30± 0.11 3.51± 0.11
Relevance ↑ 3.83± 0.12 4.11± 0.17 4.23± 0.18

Table 2. User study for generated images score summary.
We compute the mean and standard deviation of the Likert-scale
scores of the three evaluated methods across all the 700 responses
of 35 participants. Higher scores are better.

joints (HanDiffuser-2D), and HanDiffuser trained with all
its model components. We show participants 20 sets of im-
ages. Each set consists of a unique prompt randomly se-
lected from the test partition of LAION-5B [59] and the im-
ages generated by the three methods given that prompt. We
arrange the three images within each set in a random order
not known to the participants. For each image in each set,
we ask them to respond to two questions: “How is the vi-
sual quality of the hands?” (image plausibility) and “How
well do the hands follow the prompt?” (image relevance).
We collect responses to the two questions on a 5-point Lik-
ert scale, consisting of the following choices: “Poor (e.g.,
too many or severe mistakes)”, “Bad (e.g., some aspects
reasonable but still many or severe mistakes)”, “Fair (e.g.,
some aspects are plausible but some mistakes visible)”,
“Good (e.g., most aspects are plausible but a few mistakes
visible)”, and “Excellent (e.g., everything looks good, no
visible mistakes)”. Note that we perform the user study
on methods that only require text prompts to generate im-
age outputs at test time. Therefore, we exclude methods
such as ControlNet [74], which additionally requires pose
information to generate similar images. Moreover, the over-
all performance of ControlNet is also at the same level as
HanDiffuser-2D (Table 1 rows 3 and 4) even if we manu-
ally provide the ground-truth poses, leading to no meaning-
ful differences between their responses in a pilot study.
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Figure 8. User study results for SMPL-H poses. We report the
mean fraction of responses for each point on the Likert scale.

For the user study to evaluate the intermediate SMPL-H
outputs, we show participants 9 random triplets of (prompt,
SMPL-H poses, generated image), where the prompts are
randomly selected from the test partition of LAION-5B [59]
and the SMPL-H poses and generated images come from
our approach. For each triplet, we ask the participants to
respond to three questions: “How plausible is the pose?”
(SMPL-H plausibility), “How relevant are the hands in the
pose given the prompt?” (SMPL-H relevance), and “How
consistent are the hands in the pose with the hands in the im-
age?” (SMPL-H consistency). We collect responses to the
three questions on the same 5-point Likert scale as above.
ask them to evaluate the poses on 5-point Likert scales for
each of the three aspects of plausibility, relevance, and con-
sistency. To evaluate consistency, we additionally ask par-
ticipants to focus primarily on the hand configurations and
gestures described or implied in the text. We ask them to
ignore distractors, such as the quality of any facial expres-
sions (or lack thereof), any component of the 3D pose that is
not visible in the image, and the differences in orientations
of the body between the pose and the image.

Results. Our user study to evaluate the generated images
was completed by 35 participants, resulting in a total of
700 responses over the 20 image sets. We did not ob-
serve any notable response differences across genders and
age groups. We report the distribution of scores for the two
aspects across all the responses in Fig. 7. We also summa-
rize the mean and the standard deviation of the scores of
the two aspects for each of the three methods in Table 2.
To compute these values, we assign numbers 1 through 5
to the response choices Poor through Excellent. Conse-
quently, higher scores indicate better performance. HanDif-
fuser outperforms the other methods in both aspects for gen-
erated images. Looking at the distribution of image plau-
sibility scores (Fig. 7a), we observe the mode of SD-FT
on “Fair”, while the modes of both HanDiffuser versions
are a point higher, on “Good”. Overall, 55% of HanD-
iffuser scores are “Good” or better, compared to 47% of
HanDiffuser-2D scores and 27% of SD-FT scores. Look-
ing at the distribution of image relevance scores (Fig. 7b),
we observe the modes of all the three methods on “Excel-
lent”, indicating their efficacy in generating hand appear-
ances aligned with text prompts. Among the three methods,
we note a relatively higher distribution of good responses

Plausibility ↑ Relevance ↑ Consistency ↑
4.00± 0.81 3.83± 0.98 3.67± 1.04

Table 3. User study for SMPL-H score summary of HanDif-
fuser. We compute the mean and standard deviation of the Likert-
scale scores for the three evaluation aspects across all 162 re-
sponses of 18 participants. Higher scores are better.

for HandDiffuser variants. Specifically, 78% of HanDif-
fuser scores are “Good” or better, compared to 75% of
HanDiffuser-2D scores and 65% of SD-FT scores. Looking
at the mean scores across all the 700 responses (Table 2),
we note marked improvements for HanDiffuser. Its image
plausibility scores are 0.77 points (or 15% on the 5-point
scale) higher than SD-FT and 0.21 points (or 4%) higher
than HanDiffuser-2D. Correspondingly, its image relevance
scores are 0.40 points (or 8%) higher than SD-FT and 0.12
points (or 2%) higher than HanDiffuser-2D.

Our user study to evaluate the intermediate SMPL-H
poses was completed by 18 participants, resulting in a to-
tal of 171 responses over the 9 triplets. We did not ob-
serve any notable response differences across genders and
age groups. We report the distribution of scores for the two
aspects across all the responses in Fig. 8. We also summa-
rize the mean and the standard deviation of the scores of
the two aspects for each of the three methods in Table 3.
To compute these values, we assign numbers 1 through 5 to
the response choices Poor through Excellent. Consequently,
higher scores indicate better performance.

5. Conclusions and Limitations
We have presented HanDiffuser, an end-to-end model to
generate images with realistic hand appearances from text
prompts. Our model explicitly learns hand embeddings
based on hand shapes, poses and finger-level articulations,
and combines them with text embeddings to generate im-
ages with high-quality hands. We demonstrate the state-
of-the-art performance of our method on the benchmark
T2I dataset both quantitatively, through multiple evaluation
metrics, and qualitatively, through a user study.

In the future, we plan to extend our model to more unex-
plored territories of hand generation. These include images
consisting of multiple people, complex hand-object interac-
tions, prompts describing highly specialized hand activities
(e.g., origami), the same person handling multiple objects
simultaneously, hand-hand interactions of two or more peo-
ple, and non-anthropomorphic hands (e.g., a dog a using
a computer). A concurrent future direction is to make the
hand generation pipeline style- and shape-aware, such that
it can consistently generate the same hands when asked to
generate the same person in different images.
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