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Abstract
In recent years, image editing has advanced remarkably.

With increased human control, it is now possible to edit an
image in a plethora of ways; from specifying in text what we
want to change, to straight up dragging the contents of the
image in an interactive point-based manner. However, most
of the focus has remained on editing single images at a time.
Whether and how we can simultaneously edit large batches
of images has remained understudied. With the goal of min-
imizing human supervision in the editing process, this paper
presents a novel method for interactive batch image editing
using StyleGAN as the medium. Given an edit specified by
users in an example image (e.g., make the face frontal), our
method can automatically transfer that edit to other test im-
ages, so that regardless of their initial state (pose), they all
arrive at the same final state (e.g., all facing front). Ex-
tensive experiments demonstrate that edits performed using
our method have similar visual quality to existing single-
image-editing methods, while having more visual consis-
tency and saving significant time and human effort.

1. Introduction
Image editing has undergone a transformation in recent
years with the aid of modern generative models. The pro-
cess has been greatly democratized, where many of the
sophisticated edits, which previously might have required
hours and niche expertise, can now be completed with rel-
ative ease in a matter of minutes. For example, different
types of learning based algorithms can be used for image
correction/adjustment [1–12] and for manipulating the se-
mantic contents of real images [13–22]. Moreover, there are
many different ways to edit an image. For instance, a user
can specify in text what changes they want - e.g., “make the
hair darker” [14, 15, 23, 24], or they can drag the contents
of the image in an interactive manner to shrink, enlarge, or
move a part of an object [12, 16, 17, 19, 25].

A common theme across many of these works is that the
edits are designed to work for a single image at a time. For
example, given an image of a cat with open eyes, Drag-
GAN [17] allows the user to drag the contents of that par-
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Figure 1. Interactive Batch Image Editing. Given a single user
edited image, the goal is to automatically transfer that edit to new
unseen images, so that all edited images end up with the same final
state as the user edited image.

ticular image so that both the eyes can be closed in the re-
sulting cat image. But what if we wish to apply the same
edit to many different types of cats so that we can close all
of their eyes? While one could perform dragging on each
cat separately, the whole process would be quite cumber-
some (requiring lots of human annotation) and time inten-
sive (requiring optimization for each image).

In this paper, we introduce the new problem of Inter-
active Batch Image Editing. Given a user-specified edit
I → I ′, the goal is to automatically transfer that edit to new
unseen images, so that all edited images end up with the
same final state as I ′ (e.g., all cats with eyes closed) regard-
less of their original starting states (e.g., varying degrees
of original eye openness); see Figure 1. Hence, a solution
to this problem requires two components: (i) modeling the
user edit in the example pair (I, I ′) so that it can be trans-
ferred to new images; and (ii) controlling the degree of the
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edit one image at a time

Edit

(a) Single Image Editing

edit one image, transfer to others at the same time!

(b) Batch Image Editing

Edit Edit Edit Edit Auto! Auto! Auto!

Figure 2. Single Image Editing vs. Batch Image Editing. (a) Prior work (e.g., [17, 19, 25]) focuses on single image editing. (b) We
focus on batch image editing, where the user’s edit on a single image is automatically transferred to new images, so that they all arrive at
the same final state regardless of their initial starting state. In this way, we can achieve time speed up and reduce human effort in editing.

edit so that all edited images have the same final state.
To model the user’s edit, we build upon existing litera-

ture on Generative Adversarial Networks (GANs) [23, 26–
29], and in particular StyleGAN [30, 31], which shows that
their learned latent space emits globally linear editing direc-
tions where the edited attribute (e.g., eye closeness) varies
linearly in magnitude along such a direction for all seman-
tically related instances (e.g., all closed eyes cat). To try
to discover the global direction corresponding to a user
edit, we perform optimization in the latent space of Style-
GAN2 [31] so that (i) the edited image with the discovered
direction is visually similar to the original edited image I ′,
and (ii) the linear correlation between the distance along the
direction and the strength of the visual attribute is highest
(e.g., going twice the amount in that direction closes a cat’s
eyes by twice the amount).

To control the degree of the edit so that all edited images
end up with the same final state, we derive a closed-form so-
lution. Taking motivation from [29], we model the attribute
strength (e.g., how much the cat’s eyes are open) as the dis-
tance along the normal vector from a hyperplane. By setting
the example edited image as lying on that hyperplane (i.e.,
its distance is 0), the objective is to move all other images
along that same direction so that their distances to the hy-
perplane also become 0. In this way, regardless of the start
state of any image (e.g., varying degree of eye openness),
their edited end states all become the same (e.g., closed
eyes). We show that we can analytically compute the exact
amount of traversal along the direction for any image with a
closed-form solution. Editing images in this way helps im-
prove the results visually, as the final state of any new image
matches that of the edited example given by the user.

Our method works with various edits given by an
editing framework, e.g., it can be a change given by
a dragging operation [17], or it can be a change given
by a text-based edit [14, 23] (e.g., “make eyes big-
ger”), as long as it is a direction compatible with a
StyleGAN2 [31] model. We present qualitative and

quantitative results in transferring edits for a variety
of objects (cats/dogs/faces/humans/lions/arts/etc.), parts
(mouths/ears/legs/etc.), and corresponding attributes (big
eyes/short faces/pale skins/etc.). Importantly, we show that
the final state of the edited images is comparable to the sce-
nario in which a user performs the edit for each image sep-
arately. But since our method does this automatically (see
Fig. 2), we show that it takes much less time (e.g., only
0.05s per image, compared to DragGAN [17] about 2s per
image), and does not require laborious human annotation
(e.g., only need 1 annotated image, compared to 4 required
for DragGAN [17]). Finally, we show practical applications
of batch image editing; e.g., changing wheel size in every
photo of a car collection by editing just one.

In sum, our contributions are: (1) We introduce the novel
problem of interactive batch image editing, wherein a user-
driven edit is automatically transferred to other similar test
images. (2) We study what having the same final state
means in a geometrical sense, and propose a principled ap-
proach to achieving that in StyleGAN2 [31]’s latent space.
(3) We show that our method works on a wide variety of
domains e.g., cats, dogs, humans etc., taking significantly
less time than editing each image individually while having
similar visual quality and more visual consistency.

2. Related Work
Latent space of GANs. The capabilities of generative
adversarial networks (GANs) have transformed drastically,
from the first GAN [32] designed for simple image datasets
like MNIST [33] to big and powerful models like Big-
GAN [34], Progressive GAN [35] and StyleGANs [30, 31]
designed for much more complex datasets [36, 37]. Paral-
lel to the efforts to enhance their capabilities, there has also
been work done to better understand and make use of their
learned latent space. Specifically, there is a line of work
which tries to find interpretable directions in that space, so
that moving in such a direction majorly changes only one
discernible attribute in the image. Some methods [38, 39]
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Figure 3. Different editing strategies. (a) Setting. (b) Naive Approach: The editing direction effective for an example may not generalize
well to test images. (c) Optimizing Editing Direction: We optimize for a globally consistent direction that is effective for both example and
test images. (d) Adjusting Editing Strength: Ensuring consistent final states requires adjusting the editing strength for each test image.

try to find such directions or particular activations using
(self) supervised methods. Others [26–28] try getting rid
of the need for supervision: discovering the directions rep-
resenting the most important factors of variation, whatever
they may be. Going beyond the W space, the authors in [40]
explore the W+ space, and show that it has even better dis-
entanglement useful for spatial image editing. All of these
hidden capabilities have made StyleGANs a useful tool for
editing purposes. However, prior work mainly focuses on
the effectiveness of the editing direction (e.g., whether the
discovered direction can change yaw pose). The question of
whether these directions can be applied to diverse images to
yield consistent results (e.g., all faces facing frontal) and, if
so, how to achieving such consistency, remains unanswered.

Image editing with generative models. Researchers
have used StyleGAN for real image editing by designing
an encoder to invert a real image into StyleGAN’s latent
space [41–43]. StyleCLIP [23] presents a way to perform
image editing through a text-based interface by making use
of the CLIP encoder [44]. Very recently, StyleGAN has also
been used to perform point-based editing [17, 25] so as to
move any start point to reach a target location in the im-
age; thereby elongating, rotating, shifting the objects. Most
work on GANs has been for single object category datasets,
but with the rise of text-to-image Diffusion Models which
can generate complex images [13, 45, 46], editing such im-
ages is now possible. Complex scenes can be edited either
using text [14, 15, 21, 24, 47, 48], or using the same idea of
point-based manipulation [16, 19]. There have been some
works which discuss the possibility to transfer the edit of
one image to another. EditGAN [49] uses segmentation
mask manipulations to edit an image, but to successfully
transfer them to an unseen image, it needs to do post hoc
manipulation of the editing scale. RewriteGAN [50] in-
volves editing one generated sample; e.g., adding a patch of
a tree onto a church tower. Following this, the rules of the

GAN are manipulated so that all churches have some tree on
the top. Within diffusion models, visual prompting/ image
analogies tries something similar, where users can define a
triplet {before, after, test} to learn the edit and transfer it to
a test image [51–55]. Our task is similar, in that we wish to
transfer user-edits from the training example to new images,
but it differs in one crucial aspect: along with transferring
the edit, we wish to automatically learn its strength so that
the edit produces the same final state for a new image.

3. Approach
Our focus is on the setting in which an image editing pro-
cess edits an attribute of an image so that the attribute’s
value reaches a desired state; e.g., rotating the pose of a
face looking sideways so that it faces front (attribute = face’s
pose, value = front).

With this view, we explain our framework for batch im-
age editing, which can be broken down into two stages: (i)
A user edits an image I0 (e.g., using DragGAN [17]) to ob-
tain an edited image I ′0. We describe in Sec. 3.1 how we
capture this user edit I0 → I ′0, so that the same edit can be
applied to new images. (ii) Next, we describe in Sec. 3.2,
how for any new image, we apply the modeled edit by auto-
matically adjusting its strength so that the attribute’s value
in this new image matches that of I ′0 (e.g., any face, regard-
less of its initial pose, now faces front after the edit).

3.1. Modeling the User Edit

We start with an image I0. This image could be a real im-
age or a generated one. Either way, we get its latent rep-
resentation in the W space of a StyleGAN2 [31] model G,
so that I0 = G(w0). (For real images we can use GAN-
inversion techniques [56].) The user, with the help of an
image editing framework (e.g., DragGAN [17] or Instruct-
Pix2Pix [14]), edits I0 to manipulate one or more of its at-
tributes. The edit maps to the W space as w0 → w′

0. The
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resulting edited image can thus be recovered as follows:
I ′0 = G(w′

0). Fig. 3(a) shows an example of the original
and edited image pair, (I0, I ′0), where the user intended to
turn the face forward.

Now, given the user edit I0 → I ′0, we wish to capture
it in a way that can be applied to new images in a general-
izable manner; i.e., the application of the edit changes the
same property in a new image. This is where a nice prop-
erty of GANs, and in particular StyleGANs [30, 31] comes
in useful. It has been shown in prior works [26–28] that it is
possible to discover directions with such properties (using
supervised as well as unsupervised methods) in the learned
W space. In particular, it is possible to find directions (∆w)
that are globally consistent. Taking motivation from [29],
we define a globally consistent direction ∆w as the follow-
ing: for any arbitrary w, moving along ∆w, w → w +∆w

(i) changes the same attribute, and (ii) by the same amount.
To make the precise user edit I0 → I ′0 applicable to other

images, it needs to be captured as a globally consistent di-
rection. The naive way to represent that edit will be through
a simple difference in the W space: ∆w = w′

0 − w0. How-
ever, empirically, and as we show in Fig. 3(b), applying this
∆w to the latent code w1 corresponding to a new image I1
does not always result in the same change; while I0 → I ′0
results in a pose change of ∼30◦degrees in yaw, I1 → I ′1
does not seem to change the same attribute or at least not by
the same amount.

Hence, our goal is to represent the I0 → I ′0 edit through a
W space direction that can better satisfy both the properties
of a globally consistent direction. For this task, we first take
motivation from LARGE [29] to introduce a mathematical
view of what those directions mean.

Globally consistent direction. Let’s say that ∆g is one
such direction. Along with a bias term b, we can define a
hyperplane as follows:

w ·∆g + b = 0 (1)

That is, any point w which lies on the hyperplane will sat-
isfy this equation. The authors in [29] argued that for such a
hyperplane, whose normal vector is a globally consistent di-
rection (∆g), the distance of an arbitrary point w from that
hyperplane (w ·∆g) will be linearly correlated to the actual
attribute (y) that results in the generated image:

y = a× (w ·∆g) + b (2)

Here, a and b are unknown linear coefficients. For exam-
ple, if ∆g corresponds to change in pose, then all the front
facing people will lie at the same distance d from the above
hyperplane. Because of this, any hyperplane defined with
respect to a globally consistent direction can be viewed as a
semantic hyperplane. For simplicity, we can set d = 0 for
the edited image I ′0.

Given that the original ∆w may not always be globally
consistent, we aim to discover, through optimization, a dif-
ferent direction ∆∗

w which produces a similar editing effect,
but is more likely to be a globally consistent one. We ini-
tialize ∆∗

w with 0’s, and design two objective functions to
optimize it. First, to make sure that it produces a similar
effect as the original direction, we use an image reconstruc-
tion loss so that the edited image produced by the new edit
matches the original edit given by the user:

Limg = ∥G(w0 +∆w)−G(w0 +∆∗
w)∥2 (3)

Additionally, user can provide the real value of distance
d, otherwise we set the distance of the edited image from
the hypothetical hyperplane to be 0 (similar to [29]). We
constrain the learned ∆∗

w to follow this property for better
interpretability. That is, the new direction should be such
that when we traverse the original latent code in that di-
rection, w0 → w0 + ∆∗

w, the resulting image should lie
at the hyperplane defined by that direction. Setting b = 0
in Eq. 1, we minimize the edited point’s distance from the
hyperplane:

Latt = |(w0 +∆∗
w) ·∆∗

w| (4)

The overall loss function for optimizing the new direc-
tion ∆∗

w is a weighted sum of the two objectives: L∆ =
Limg + λLatt. We set λ to 0.02 in all experiments to bal-
ance the magnitude of Limg and Latt.

Now, in Fig. 3 (b) and (c), we compare the difference
in image editing results using two different directions when
applied to the same new image (I1): w1 → w1 + ∆w vs.
w1 → w1 + ∆∗

w. As discussed before, in this case, the
editing using the naively computed direction (∆w) is not
able to accurately capture the pose rotation the way it did
for the user edited example (I0 → I ′0). On the other hand,
with ∆∗

w, we see that the pose of the woman changes by a
similar amount as the edited example. However, since the
original pose of the woman (I1) was not the same as the
pose of the man (I0), the new edited image (I ′1) still does
not arrive at the same final state as I ′0. Therefore, our next
goal is to figure out how to scale the learned direction so
that I ′1 does arrive at the same final state as I ′0.

3.2. Adjusting Editing Strength for New Images

Given the optimized ∆∗
w and some new image Ii = G(wi),

we wish to edit it in the following way:

w′
i = wi + αin (5)

where αi is the editing strength computed separately for
each image and n = ∆∗

w/||∆∗
w|| is a unit vector in the di-

rection of ∆∗
w. Fig. 3 (d) illustrates a geometric perspective

that we will use to compute αi. First, we see ∆∗
w repre-

sented as a vector and its corresponding hyperplane that is
normal to it. Next, we depict the new latent point wi. The
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Figure 4. Qualitative comparisons between dragging baselines. For ours, green bounding box indicates automatic transfer from the red
bounding box example in the first row (i.e., no point annotation needed!).

goal is to move it along the ∆∗
w direction so that it arrives

onto the hyperplane. Through this depiction, αi can be un-
derstood as the distance of w1 from the hyperplane. We can
get the distance by projecting (w′

0 − wi) in the direction of
n. Therefore, αi = (w′

0 − wi) · n.
Since for each image, the only unique computation that

needs to be done is the calculation of αi, we can see why our
method will be much faster than, for example, annotating
every image and running the DragGAN [17] optimization
each of those times. We will show in our experiments the
significant difference in time taken by our method compared
to single image editing baselines.

Importantly, there is an added benefit to computing α’s
in this way. Let’s say the goal of the editing process is to
rotate n faces and make them frontal. After completion,
all of them do become frontal, each with their own editing
strengths {α1, α2, ..., αn} computed using the above for-
mula. Suppose the user now wants the same faces facing
a bit left instead. To do this, the user does not need to re-
annotate the original training example and run the optimiza-
tion one more time. In an interactive manner, they can sim-
ply scale the α for the training example to match the desired
edit, and all other α’s can be automatically recomputed.

4. Experiments
We study how well our method models and transfers the
edits from an example, and how efficient it is compared to
single image editing baselines using their official code.

Categories. We evaluate on a variety of domains: Human
faces (FFHQ) [30], AFHQ Cats, Dogs [57], MetFaces [58],
Human bodies [59]. For each domain, we use the corre-
sponding pretrained StyleGAN model to perform editing.

4.1. Qualitative results

We start with qualitative comparisons with (i) interactive
point-dragging, and (ii) text-based image editing baselines.

Interactive point based editing. We compare against
DragGAN [17], UserControllableLT [25], and DragDiffu-
sion [16]. For each baseline, we, as a user, desire to edit
a bunch of images to have the same final state for an at-
tribute. Fig. 4 shows the results of editing two kinds of
edits to four images (leftmost column). In the left case,
the goal is to make everyone smile by the same degree. In
the right, it is to vertically compress everyone’s face by the
same degree. For all three baselines, we manually annotate
points for each test image. For our method, we only anno-
tate points and perform DragGAN-based edit on one image
(top row), then automatically transfer the edit to the three
other test images.

For the smiling case (left), we notice that when Drag-
GAN drags the upper/lower lips up/down respectively, it
can either make people smile (1st, 2nd and 4th rows), or
it can make people look shocked (blonde girl; 3rd row).
Both edits are technically correct based on lips movement,
but it won’t match the user expectation of making every-
one smile by the same degree. Since all four images are
edited independently, this is not unexpected. The other two
baselines sometimes have issues introducing the same edit
across different images; e.g., UserControllableLT can make
the blonde girl smile a little bit, but not the other images. In
general, we notice in our experiments that to introduce the
same exact edit that we want, we often need to play around
with some hyperparameters (e.g., # of iterations). In com-
parison, our method produces edited images that are smiling
more equally (left) and have been compressed by a similar
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“a man”

OursStyleCLIP

“big eyes”

Original InstructP2P Ours OursInstructP2P

“a child”

Figure 5. Qualitative comparisons to text-guided baselines. Ours transfers the edit from example (red), to other test images (green).

amount (right), and with much less human effort.

Text-driven image editing. We consider two baselines:
StyleCLIP [23] and InstructPix2Pix [14]. Each takes an im-
age and text as input to produce an edited image: I → I ′.
Fig. 5 shows the results of Ours vs. StyleCLIP (left) and
Ours vs. InstructPix2Pix (right). (For the latter, we invert
the output of InstructPix2Pix into StyleGAN’s latent space
using [42] for our method.) In each case, for the baselines,
we use the same text prompt, e.g., “A photo of a person with
pale skin” for each edited image (in four rows). For ours,
we capture the edit from the first editing result of a baseline
(first row), and then automatically transfer the edit to the
remaining three images.

Our goal with this particular setup is to test (i) how con-
sistently the baselines introduce the edit denoted by text to
different images (e.g., do all people become equally pale?),
and (ii) how consistently our method captures and transfers
the particular edit of the first example to the rest of the im-
ages, irrespective of how good that first edit was. For (i), we
find that StyleCLIP sometimes has issues; e.g., the paleness
of the edited face in first example is different from the sec-
ond (first vs second rows). For InstructPix2Pix, sometimes
it can give consistent results; the childness of different faces
seems similar. But, it can have consistency issues in other
examples; e.g., the type/strength of maleness introduced is
different in each image. And this is where, we believe, the
utility of our method lies: if one desires to edit every face
to be male in a particular way (i.e., to the same degree) as
the first example, e.g., thick eyebrows & light beard, our
method has an advantage.

Finally, we show our method’s results for non-facial do-
mains in Fig. 6. For the lion examples (top left), we see
that it can preserve not just the type of edit, e.g., dragging

Point Dragging Time Anno.
Method Dist. FID 1 img 1k imgs # imgs

UserControl. [25] 13.64 25.32 0.03s 30s 1000
DragGAN [17] 4.165 9.28 2s 33.33m 1000
DragDiffusion [16] 26.56 36.55 60s 16.67h 1000
Ours 9.467 9.35 2s 82s 1

Table 1. Time is estimated for 1 point drag, without human anno-
tation time. (82s includes 2s to perform edit on the example, 30s to
optimize the editing direction, and 50s to transfer the edit to 1000
test images.) Our method requires only one image annotation in
total, while the baselines need one annotation per test image.

to make the lion roar, but also the strength of the roar. The
strength being preserved can be observed more easily for
the human body poses (bottom left), where we see that the
extent of legs split, hand movements, is consistent enough
to almost align the edited test images with the user edited
one. Overall, results on these diverse set of domains high-
light an observation that many kinds of edits can be thought
of as a combination of {type, strength}, both of which can
indeed be captured and transferred according to our needs.

4.2. Quantitative results

Next, perform quantitative experiments following the setup
proposed in [16, 17, 19]. We first randomly sample 10 facial
test images and pair them with a randomly sampled target
face image. We use dlib-ml [60] to detect keypoints in the
test and target images. Our goal is to see if the keypoints in
the test images can be moved to the target locations spec-
ified by keypoints in the target image. For the baselines
[16, 17, 25], we perform dragging for each test image. For
our method, we perform dragging on one test image, and
then transfer the edit to the remaining nine images. This is
repeated 100 times; i.e., each time a random target image is
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Figure 6. Additional qualitative results on various domains.

paired with 10 random test images.
We report the Euclidean distance between the keypoints

of edited and target images in Table 1. Even without requir-
ing annotations for every test image, our method can move
the points very close to the target; almost as close as Drag-
GAN, which requires annotation each time. We also com-
pute FID [61] between the original test images and their
edited versions to ensure that our method does not distort
the image; and our quality is comparable to DragGAN.

5. Deeper Analysis

We perform deeper analysis on the usefulness of our batch
image editing framework by focusing on a specific edit:
face pose rotation. In particular, if we wish to rotate
many faces to front, how do we visualize the improvements
brought by different components of our method?

Fig. 7 depicts the setup. We use DragGAN to perform

dragging on one image (top; w0 → w′
0). We then transfer

the edit to 1000 other test images (two shown in rows 2-
3). We see that naively applying ∆w = w′

0 − w0 from
DragGAN to test images cannot make them frontal (0◦).
Using our optimized ∆∗

w (without dynamic scaling) does
help it bring closer to facing front. Does this mean that ∆∗

w

might be a more global direction? We study this in Fig. 8
(a), where we visualize the degree to which the correlation
property of global directions (Eq. 2) holds for ∆w and ∆∗

w

individually. We see that there is indeed a better correlation
(R2) between the distances of latents from hyperplanes and
the Yaw degree of resulting images. (We predict Yaw using
6DRepNet [62].) However, as we discussed before, ∆∗

w in
itself is insufficient: to completely bring the facial pose to
front, we need to scale it with corresponding α’s to bring
them much closer to front (Fig. 7, 4th column). To study
this in a more systematic way, we visualize the effect on
all 1000 test images. Similar to Fig. 8 (a), we visualize
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Time complexity
Method MAE Prepare Inference

Random 11.295 ± 8.972 - -
DragGAN [17] + GANgealing [63] 8.141 ± 7.221 30s 2000s
Ours 2.120 ± 1.818 32s 50s

Table 2. Ablation Study: DragGAN + GANgealing.

distance-to-hyperplane vs. Yaw degree for the original test
images (blue) and edited images (red) in Fig. 8 (b). We can
see that the variation in Yaw for the edited images collapses
at around 0◦; i.e., they mostly face front as we would like.

We also compute the time it takes to perform editing in
Table 1, last three columns. Our method only requires an-
notating one image, while the baselines require annotating
each image (e.g., 1000 total in this case). Note the times do
not include human annotation time.

Other ways to automate batch image editing. One
baseline for batch image editing (i.e., so that all edited im-
ages achieve the same final state) is shown in Fig. 9. Af-
ter the user annotates the source/target points in the exam-
ple image, we use GANgealing [63] to transfer the points
to corresponding locations in each new test image. The
edited images are then obtained using DragGAN (Drag-
GAN + GANgealing). We compare our method to this base-
line when the user edits one face image to become front
(Yaw=0◦) and transferring it to 1000 other test images.

Results are shown in Table 2. We report mean absolute
error (MAE) between the Yaw degree of the edited image
and its ideal frontal image (Yaw=0◦). ‘Random’ shows the
variations in Yaw for the original images (before editing).
While ‘DragGAN + GANgealing’ does help in reducing the
variation (8.14 < 11.29), our edited images are much more
frontal, with an MAE of 2.12. This is because the base-
line has no way to bring all edited images to the same final
state. On top of that, since our method does not rely on
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Figure 8. (a) After optimization, the editing direction is more lin-
early correlated with the yaw attribute. (b) With automatically ad-
justed editing scale for each test image.

Example Image Edited Image Test Image DragGAN
+ GANgealing

Ours

Transfer points

Automatic

Figure 9. Ablation study set up. We use GANgealing [63] to trans-
fer the annotated points from example to test image.

additional information about keypoints (which ‘DragGAN
+ GANgealing’ does), we believe that it is better suited
for batch image editing for many kinds of domains (e.g.,
Fig. 6), where we might not have such information.

6. Conclusion

We introduced the problem of interactive batch image edit-
ing. Given a user edit in an example image, our approach
automatically transfers that edit to other test images, main-
taining a consistent final state of the edit across images. Ex-
tensive experiments demonstrated that our method produces
comparable quality to state-of-the-art single-image-editing
methods while saving significant time and human effort. We
are currently limited to StyleGAN models. Extending this
problem and solution to diffusion-based models for more
edits types would be an exciting future direction.
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