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Figure 1. We introduce LingoCL, a simple yet effective continual learning paradigm leveraging language-guided supervision, which can be
integrated into most existing approaches seamlessly. (a) Overview of the typical methods which are supervised only by one-hot labels. (b)
Overview of the proposed LingoCL which is supervised by semantic targets generated from the pretrained language model. (c) LingoCL is
versatile, which significantly enhances the performance of mainstream methods in class-, task- and domain-incremental scenarios.

Abstract

Continual learning (CL) aims to empower models to learn
new tasks without forgetting previously acquired knowledge.
Most prior works concentrate on the techniques of architec-
tures, replay data, regularization, etc. However, the category
name of each class is largely neglected. Existing methods
commonly utilize the one-hot labels and randomly initialize
the classifier head. We argue that the scarce semantic infor-
mation conveyed by the one-hot labels hampers the effective
knowledge transfer across tasks. In this paper, we revisit the
role of the classifier head within the CL paradigm and re-
place the classifier with semantic knowledge from pretrained
language models (PLMs). Specifically, we use PLMs to gen-
erate semantic targets for each class, which are frozen and
serve as supervision signals during training. Such targets
fully consider the semantic correlation between all classes
across tasks. Empirical studies show that our approach
mitigates forgetting by alleviating representation drifting
and facilitating knowledge transfer across tasks. The pro-

⋆Equal contribution. †Corresponding author.

posed method is simple to implement and can seamlessly be
plugged into existing methods with negligible adjustments.
Extensive experiments based on eleven mainstream base-
lines demonstrate the effectiveness and generalizability of
our approach to various protocols. For example, under the
class-incremental learning setting on ImageNet-100, our
method significantly improves the Top-1 accuracy by 3.2%
to 6.1% while reducing the forgetting rate by 2.6% to 13.1%.

1. Introduction
The main challenge in continual learning (CL) is catas-
trophic forgetting, where models experience significant per-
formance degradation on earlier tasks when new tasks are
introduced. To address this, researchers have developed vari-
ous strategies, including architecture-based [26, 27, 39, 49],
replay-based [3, 35, 40], distillation-based [12, 16, 38], and
regularization-based methods [7, 22, 52], alongside other
notable contributions [21, 47].

However, most existing approaches overlook the signif-
icance of the semantic knowledge contained in category
names. The prevailing trend in prior work leans towards
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using one-hot labels, coupled with the randomly initialized
classifier head, and optimizing the encoder and classifier
head jointly. Such a methodology is de facto paradigm for
stationary environments. Nevertheless, in the CL scenarios,
this practice presents two issues. Firstly, the problem of
representation drifting emerges. When the model encounters
new tasks, the feature space could drift or even be overwrit-
ten, compromising the stability of models. This drift arises
because the optimization of the semantic target of each class
is narrowly focused on its current task. Due to the limited
access to old data and the unpredictability of new data, the
model struggles to be compatible with the previous and fu-
ture classes. For example, as shown in Fig. 1(a), the potential
future class “chimpanzee” may erase the feature space of
the learned class “plane”, exacerbating the forgetting of old
tasks. Secondly, this particularity of data in CL also results
in inefficient knowledge transfer. Since the semantic targets
in the classifier are randomly initialized without any prior
knowledge, and are then optimized within individual tasks, it
struggles to capture the semantic correlation across all tasks.
This incompleteness in semantic correlations impedes the
model’s knowledge transfer, thereby affecting its plasticity.

In this work, we study how to enhance CL performance
by leveraging the semantic knowledge in category names
from a classifier perspective. Inspired by the impressive
generalization capabilities of pretrained language models
(PLMs) [5, 36], we propose a simple yet effective approach,
language-guided supervision for CL (LingoCL), which em-
ploys PLM to generate the semantic targets. Specifically, for
the incoming task, we first use the category name of each
class as input to the language model and take the outputs as
the weights in the classifier. Then, the classifier is kept frozen
during CL training, guiding the learning of the encoder. Our
approach is motivated by the rich knowledge and strong gen-
eralization abilities of PLMs. Even with the limitations in
previous and future data, PLMs ensure that each generated
semantic target implicitly considers the semantic correlations
between all classes. Therefore, these targets can be used to
direct the learning of the encoder. For instance, as illustrated
in Fig. 1(b), PLMs can provide the prior knowledge that the
“eagle” in current tasks shares a similar semantic target with
the learned “parrot” class, facilitating the knowledge transfer
between the learned classes and new classes. We explore
two types of language models in this work: self-supervised
models on unimodal data and vision-supervised models on
multimodal data. Our results demonstrate that both types
of models can serve as excellent classifier heads, constantly
improving performance. Moreover, the analysis in Sec. 3.3
demonstrates that the improvements come from alleviating
the representation drift and facilitating knowledge transfer,
instead of the individual gains at each task.

Each row of the classifier’s weights represents the semantic target for
its corresponding class.

Without loss of generality, we choose eleven methods
as baselines and incorporate the text-supervised classifiers
for them. Comprehensive experiments demonstrate the pro-
posed methods are generally effective. In particular, under
the class-incremental learning setting, LingoCL can improve
the accuracy on ImageNet-100 by 3.2% to 6.1%, and reduce
the forgetting rate by 2.6% to 13.1%. In task- and domain-
incremental learning, LingoCL improves the accuracy by
3.9% to 9.7% and 1.2% to 4.0%, respectively.

The contributions can be summarized as follows:
• We point out that the semantic knowledge in category

names is largely neglected by existing methods when ini-
tializing classifiers, which could have two issues, i.e., rep-
resentation drifting and insufficient knowledge transfer.

• We propose LingoCL, a new CL paradigm with language-
guided supervision. With the rich semantic knowledge in
PLMs, we alleviate the abovementioned issues and thus
enhance the performance of mainstream CL methods.

• The proposed LingoCL has several key advantages: 1)
computation efficiency; 2) orthogonality to existing meth-
ods; 3) flexibility with various PLMs; and 4) versatility
in diverse CL scenarios. Extensive experiments are con-
ducted to systematically examine our method.

2. Related Work
Continual learning. To alleviate catastrophic forgetting,
researchers have explored various routes. Regulation-based
methods [2, 7, 22, 52] aim to prevent catastrophic forget-
ting by penalizing the changes of network parameters when
learning current tasks. Replay-based methods entail select-
ing a subset of data from previous tasks [3, 35, 54] or using
generative models to produce synthetic data [18, 20, 34]
as “replayed” data to preserve the knowledge of previous
tasks. Distillation-based methods take the model trained on
the previous task as the teacher to supervise the learning
of the current model. These methods can be divided into
logits distillation [38, 48], feature distillation [12, 16], and
relational distillation [41, 42]. Architecture-based methods
involve dynamic allocation of different parameters for each
task through architecture expansion [13, 26, 39, 49] or mask
operation [29, 30]. Rectification-based methods analyzes
the abnormal behaviors in CL models compared to oracle
models and tries to rectify them. These methods usually
focus on the imbalance in the feature embedding [4, 27, 40]
or network weights [6, 48, 53].

Most existing methods commonly use one-hot labels cou-
pled with randomly initialized classifiers, ignoring the cate-
gory names seriously. In contrast to them, our work studies
whether and how to improve CL by leveraging the semantic
information contained in the category names.
Cross-modality adaptation. In recent years, transferring
language knowledge to visual modeling has emerged as a
new paradigm. For example, contrastive language-image
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(a) w/ one-hot supervision

se
a 

an
em

on
e

sp
in

y 
lo

bs
te

r
iso

po
d

wh
ite

 st
or

k
bi

tte
rn

 b
ird

do
wi

tc
he

r
Af

gh
an

 H
ou

nd
No

rw
eg

ia
n 

El
kh

ou
nd

No
rw

ich
 Te

rri
er

Ca
irn

 Te
rri

er
Br

itt
an

y 
do

g
Co

ck
er

 S
pa

ni
el

Gr
oe

ne
nd

ae
l d

og
Ch

ow
 C

ho
w

br
us

se
ls 

gr
iff

on
dh

ol
e

Af
ric

an
 w

ild
 d

og
Ar

ct
ic 

fo
x

sea anemone
spiny lobster

isopod
white stork
bittern bird

dowitcher
Afghan Hound

Norwegian Elkhound
Norwich Terrier

Cairn Terrier
Brittany dog

Cocker Spaniel
Groenendael dog

Chow Chow
brussels griffon

dhole
African wild dog

Arctic fox 0.0

0.2

0.4

0.6

0.8

1.0

(b) w/ language supervision (ours)

Figure 2. Comparison of the inter-class correlation maps. LingoCL
facilitates more efficient knowledge transfer among similar classes.
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Figure 3. Quantitative analysis of representation drifting on
ImageNet-100 with 10 tasks. LingoCL effectively alleviates the
representation drifting in the CL process.

pretraining demonstrates impressive “zero-shot” transfer
and generalization capacities [19, 36, 51]. Moreover, some
works explore how to model the vision input using pretrained
language models in order to transfer the ability of language
models [1, 24, 43]. Another line of work focuses on how to
improve the vision encoder with the guidance of the language
information. For instance, Tex [45] proposes to use language
models to reduce the bias in the classifier of fine-tuned visual
models. DUET [8] integrates the latent semantic knowledge
from PLMs to vision models for better zero-shot recognition
ability. Additionally, Lei et al. [25] designed a suite of eval-
uation tasks across various perception aspects and showed
that language models can learn visual features from vast
amounts of data, including shape, texture, and color, and that
vision supervision can enhance the comprehension of visual
concepts. In this work, we are pioneering the exploration of
how to transfer knowledge in language models to address
the catastrophic forgetting issue in continual learning.

3. Methodology
3.1. Revisiting Classifier in Existing CL Paradigms

We first review the typical CL paradigms from a classifier
perspective. In CL scenarios, the vision encoder, denoted by
gV , is sequentially optimized over tasks. Each task typically
requires an individual classifier head. For t-th task, we sym-
bolize the training dataset as Dt = {(xt, yt)} that contains
Ct disjoint classes and the classifier head as Wt ∈ RCt×d.

The vision encoder gV and semantic targets in Wt are opti-
mized jointly, following the learning objective in the station-
ary environment:

g∗V ,W
∗
t = argmin

ΘV ,Wt

Ext,yt∼Dt

[
L(sim(Wt, gV (xt)), yt)

]
,

(1)
where Wt ∼ N (0, Id). The function sim(W, gV (xt)) cal-
culates the similarity between the image embedding gθ(x),
and every semantic target in Wt, using the inner product.

However, this approach encounters challenges specific
to CL. Firstly, CL benefits from knowledge transfer across
tasks, such as forward and backward transfer, but randomly
initialized classifiers struggle to capture the semantic sim-
ilarity among classes across tasks, resulting in inefficient
knowledge transfer. Secondly, the optimization of each se-
mantic target is confined to its current task. This narrow
focus overlooks the broader compatibility between semantic
targets spanning all tasks. Such a shortsighted learning ap-
proach can cause conflicts between the semantic targets of
different tasks, inducing representation drifting or erasure
in the feature space.

3.2. Our Proposed Language-Guided Supervision

To address these issues, we utilize the rich semantic knowl-
edge contained in pretrained language models to guide the
learning process for each task. Specifically, for an incoming
task t, the procedure is as follows:

(i) Gathering the category names [l1, · · · , lCt
] of task t.

(ii) Feeding these category names into PLM to generate
the semantic targets for the classifier W̃t:

W̃t = gT ([l1, · · · , lCt ]), (2)

(iii) Optimizing the vision encoder gV , while keeping the
classifier W̃t frozen:

g∗V = argmin
ΘV

Ext,yt∼Dt

[
L(sim(W̃t, gV (xt)), yt)

]
.

(3)
The classifier W̃t is kept frozen to preserve the semantic
knowledge from being disturbed or forgotten in the CL pro-
cess. As these generated semantic targets are optimized with
sufficient data and concepts, they effectively serve as super-
vision signals, directing the vision encoder’s optimization.

In light of the outlined methodology, LingoCL has sev-
eral key advantages: 1) it is computation-efficient; leveraging
category names requires only a single forward propagation,
with a negligible cost comparison to overall training; 2) it
provides flexibility to utilize knowledge from various lan-
guage models, promoting easy integration of the latest PLM
advancements; 3) it is orthogonal to most of existing CL
methods, allowing for seamless integration; 4) it is versatile,
and compatible with diverse CL scenarios such as class-,
task- and domain-IL.
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Method Backbone
B=10, C=10 B=5, C=5 B=2, C=2

Avg (↑) Last (↑) F (↓) Avg (↑) Last (↑) F (↓) Avg (↑) Last (↑) F (↓)

Oracle ResNet-18 77.6 77.6 - 77.6 77.6 - 77.6 77.6 -
w/ LingoCL 78.0 78.0 - 78.0 78.0 - 78.0 78.0 -

Architecture-based methods
AANet [27] ResNet-18 64.6±0.2 49.1±0.2 - 62.5±0.3 42.5±0.3 - 57.7±0.5 37.6±0.5 -

w/ LingoCL 65.4±0.1

(+0.8)
50.4±0.1

(+1.3)
- 63.2±0.2

(+0.7)
44.5±0.4

(+2.0)
- 58.7±0.4

(+1.0)
38.6±0.5

(+1.0)
-

DyTox [13] ConViT 69.5±0.0 52.8±0.2 33.0±0.0 67.4±0.1 48.1±0.3 37.8±0.0 64.5±0.2 44.8±0.3 41.3±0.1

w/ LingoCL 71.9±0.0

(+2.4)
58.9±0.1

(+6.1)
24.9±0.0

(-8.1)
70.0±0.1

(+2.6)
52.3±0.3

(+4.2)
30.5±0.1

(-7.3)
65.9±0.1

(+1.4)
46.3±0.3

(+1.5)
36.1±0.2

(-5.2)
BiMeCo [33] MobileNet-V2† 59.7±0.5 45.9±0.5 35.4±0.6 52.5±0.4 38.7±0.3 43.5±0.7 37.2±1.0 25.9±1.3 50.7±1.1

w/ LingoCL 60.2±0.2

(+0.5)
46.4±0.1

(+0.5)
32.3±0.1

(-3.1)
54.2±0.7

(+1.7)
39.1±0.6

(+0.4)
41.8±0.5

(-1.7)
43.4±0.9

(+6.2)
32.5±0.8

(+6.6)
45.0±0.9

(-5.7)

Distillation-based methods
LUCIR [16] ResNet-18 60.2±0.4 46.5±0.7 37.3±0.5 54.8±0.7 41.7±1.0 42.0±0.5 45.6±1.1 36.2±1.6 44.5±0.9

w/ LingoCL 61.9±0.3

(+1.7)
47.5±0.6

(+1.0)
36.5±0.1

(-0.8)
56.3±0.5

(+1.5)
44.3±0.4

(+2.6)
39.8±0.8

(-2.2)
46.8±1.2

(+1.2)
37.0±0.6

(+0.8)
42.3±1.0

(-2.2)
BiC [48] ResNet-18 57.8±0.9 41.2±1.0 26.7±1.0 50.1±0.6 34.7±0.1 28.7±0.7 38.1±1.0 23.6±0.4 38.6±0.9

w/ LingoCL 60.1±0.5

(+2.3)
43.4±1.0

(+2.2)
20.5±1.0

(-6.2)
51.6±0.6

(+1.5)
36.6±1.3

(+1.9)
19.6±0.6

(-9.1)
44.9±1.0

(+6.8)
31.1±0.8

(+7.5)
29.7±0.6

(-8.9)

Rectification-based methods
CwD [40] ResNet-18 60.0±0.5 46.7±0.5 36.9±0.9 54.4±0.6 42.2±0.5 41.5±0.4 40.2±1.2 34.0±1.2 44.6±0.2

w/ LingoCL 60.6±0.7

(+0.6)
47.6±1.1

(+0.9)
35.3±1.0

(-1.3)
55.7±0.9

(+1.3)
44.3±0.5

(+2.1)
39.2±0.7

(-2.3)
46.0±0.7

(+5.8)
38.4±0.8

(+4.4)
36.9±0.8

(-7.7)
IL2M [4] ResNet-18 57.8±0.3 44.3±0.8 41.0±0.3 52.6±0.8 40.5±0.4 45.3±1.0 44.0±1.1 34.2±0.8 48.5±0.5

w/ LingoCL 62.1±0.0

(+4.3)
48.1±1.0

(+3.8)
37.8±0.3

(-3.2)
56.6±0.4

(+4.0)
44.0±1.0

(+3.5)
43.0±1.2

(-2.3)
48.0±0.7

(+4.0)
39.6±0.0

(+5.4)
42.8±0.2

(-5.7)

Table 1. Results on class-incremental experiments on CIFAR100 of Average accuracy (%), last phase accuracy (%) and forgetting rate F
(%) with and without text-supervised classifier at various CL settings. B denotes the number of classes at the initial task, and C denotes the
number of classes in each task after the initial one. † denotes a modified version of the backbone as adapted by the original authors. Notably,
for each metric, ↑ (↓) indicates that the larger (the smaller) values, the better results are.

3.3. Quantitative Analysis

Next, we examine our method to answer the two questions
mentioned above: 1) Does our method alleviate representa-
tion drifting, and 2) Does it facilitate knowledge transfer?

To answer the first question, we perform a subspace anal-
ysis [37] on challenging class-incremental learning protocol.
Given the same input, let Ft,Ft′ ∈ Rn×d denote the out-
put of the encoder after the t-th task and after the t′-th task
(t′ > t), respectively. Vk,t and Vk,t′ are the top-k principal
directions of Ft and Ft′ , respectively. The representation
drifting from the t-th task to the t′-th can be defined as:

RepreDriftk(Ft,Ft′) = 1− 1

k
∥VT

k,tVk,t′∥2F , (4)

where a smaller value indicates less representation drifting.
We adopt LUCIR [16] as the baseline. Fig. 3 shows the
evolution of the first task’s representations as the training
progresses. LingoCL significantly reduces the representation
drifting, demonstrating the capacity to enhance the stability
of the CL model.

For the second question, we sample the first 18 classes in
ImageNet-100 and calculate the inter-class correlation of the

embeddings produced by the encoder with vanilla classifier
and LingoCL. Note that these classes are scattered among
different tasks. Fig. 2 shows that LingoCL exhibits certain
inter-class correlations, indicating that a well-considered se-
mantic target can facilitate knowledge transfer and improve
the performance of CL. The above analyses offer an ini-
tial demonstration of the effectiveness of LingoCL. A more
in-depth exploration of these issues is presented in Tab. 3.

4. Experiments

4.1. Experimental Setup

Continual learning protocols. We evaluate LingoCL on
four common CL protocols, including: class-incremental
learning (CIL), general few-shot class-incremental learning,
task-incremental learning, and domain incremental learning.
Datasets. We use CIFAR100 [23] for task-IL, both CI-
FAR100 and ImageNet-100 [38] for class-IL, and Office-
Home [44] for domain-IL. More details about datasets are
shown in the supplementary material.
Architecture. We employ MobileNetV2 for BiMeCo [33]
and ResNet18 [15] for other CNN-based methods. For ViT-
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Method
B=50, C=10 B=50, C=5 B=10, C=10 B=5, C=5

Avg (↑) Last (↑) F (↓) Avg (↑) Last (↑) F (↓) Avg (↑) Last (↑) F (↓) Avg (↑) Last (↑) F (↓)

Oracle 80.6 80.6 - 80.6 80.6 - 80.6 80.6 - 80.6 80.6 -
w/ LingoCL 80.6 80.6 - 80.6 80.6 - 80.6 80.6 - 80.6 80.6 -

Architecture-based methods
AANet [27] 75.3±1.0 66.2±0.7 - 72.7±0.7 61.2±1.3 - 57.8±0.0 42.9±1.2 - 48.5±1.1 37.9±1.3 -

w/ LingoCL 75.7±0.6 68.7±0.5 - 72.9±1.1 61.7±0.9 - 62.3±0.4 46.9±0.3 - 50.1±1.4 41.3±0.7 -
(+0.4) (+2.5) - (+0.2) (+0.5) - (+4.5) (+4.0) - (+1.6) (+3.4) -

DyTox [13] 79.8±0.4 72.5±1.1 10.8±0.3 75.5±1.1 65.4±1.3 15.3±1.4 78.1±0.0 66.9±0.8 15.6±0.8 75.4±0.9 61.3±1.3 22.9±0.3

w/ LingoCL 80.6±0.2 72.8±0.2 6.9±1.2 76.7±0.4 66.8±0.6 12.3±0.2 79.5±1.0 69.6±0.9 12.3±1.0 76.2±0.3 63.0±1.4 18.3±0.5

(+0.8) (+0.3) (-3.9) (+1.2) (+1.4) (-3.0) (+1.4) (+2.7) (-3.3) (+0.8) (+1.7) (-4.6)
BiMeCo [33] 71.2±0.2 60.7±0.5 15.8±0.3 68.9±0.1 59.7±0.1 22.5±0.4 59.0±0.1 44.0±0.2 41.1±0.2 47.6±0.3 35.5±0.5 49.0±0.6

w/ LingoCL 73.0±0.1 63.4±0.3 11.8±0.3 71.1±0.2 63.1±0.2 18.4±0.3 60.0±0.7 47.0±0.5 38.6±0.2 49.8±0.1 39.4±0.2 45.1±0.2

(+1.8) (+2.7) (-4.0) (+2.2) (+3.4) (-4.1) (+1.0) (+3.0) (-2.5) (+2.2) (+3.9) (-3.9)

Distillation-based methods
LUCIR [16] 70.2±0.0 59.7±1.0 21.4±0.7 67.7±0.8 56.7±0.2 23.3±1.4 57.1±0.8 42.2±0.4 44.5±0.7 47.5±0.5 35.5±1.0 48.5±1.5

w/ LingoCL 73.4±1.1 66.0±1.3 8.3±0.9 71.5±0.6 62.3±1.3 10.3±1.0 62.2±0.9 48.7±1.4 38.6±0.7 53.6±1.0 41.9±1.4 45.9±0.8

(+3.2) (+6.3) (-13.1) (+3.8) (+5.6) (-13.0) (+5.1) (+6.5) (-5.9) (+6.1) (+6.4) (-2.6)
BiC [48] 72.0±0.7 63.6±0.3 7.2±1.4 68.1±1.4 57.5±0.9 7.1±0.8 66.4±1.0 55.2±1.0 15.1±0.8 59.0±0.5 44.8±0.7 20.9±0.7

w/ LingoCL 73.8±0.9 65.8±0.1 6.3±1.0 72.8±0.4 63.9±0.4 4.1±0.4 68.9±0.5 58.4±1.5 14.3±1.0 61.9±0.1 49.6±0.4 18.8±1.2

(+1.8) (+2.2) (-0.9) (+4.7) (+6.4) (-3.0) (+2.5) (+3.2) (-0.8) (+2.9) (+4.8) (-2.1)

Rectification-based methods
CwD [40] 72.0±1.1 62.2±1.3 21.4±0.3 69.2±1.3 59.5±0.5 24.6±0.8 53.6±0.0 38.3±0.6 46.4±0.7 38.9±0.4 26.8±1.1 55.0±1.1

w/ LingoCL 73.4±1.1 65.6±0.8 10.9±1.2 71.8±0.3 62.8±1.3 15.6±0.2 55.6±1.3 41.5±1.0 43.0±0.6 41.0±1.3 29.9±0.4 53.0±0.5

(+1.4) (+3.4) (-10.5) (+2.6) (+3.3) (-9.0) (+2.0) (+3.2) (-3.4) (+2.1) (+3.1) (-2.0)
IL2M [4] 67.5±1.4 54.6±0.7 30.0±0.4 63.6±0.8 50.8±0.9 33.7±0.0 55.0±1.4 39.9±0.1 50.2±0.1 46.4±0.3 34.6±0.0 50.1±0.0

w/ LingoCL 71.7±0.6 60.9±0.9 23.8±1.2 69.1±0.5 57.4±1.3 26.6±1.3 59.9±1.3 46.9±0.3 43.5±0.3 51.7±0.4 41.4±1.2 48.0±0.5

(+4.2) (+6.3) (-6.2) (+5.5) (+6.6) (-7.1) (+4.9) (+7.0) (-6.7) (+5.3) (+6.8) (-2.1)

Table 2. Results on class-incremental experiments on ImageNet-100.

based methods, such as DyTox [13], we follow the original
implementation and use ConViT [14]. As for the pretrained
language model, we utilize the text transformer in CLIP-
B/32 [36] pretrained on WIT-400M [36]. Results about
more language models are explored in Tab. 6.
Metrics. Following [10, 32], LingoCL is extensively eval-
uated by three metrics: last-step accuracy (Last), average
incremental accuracy (Avg), and forgetting rate (F).
Baselines. We comprehensively evaluate the effective-
ness of the proposed method on eleven baselines, span-
ning various continual learning approaches. These include
distillation-based methods such as LUCIR [16] and BiC [48],
architecture-based methods like DyTox [13] and AANet [27],
rehearsal-based methods such as GEM [28], regularization-
based methods including EWC [22], MAS [2], and SI [52],
and rectification-based methods like IL2M [4] and CwD [40].
To ensure a fair comparison, we implement all the baseline
methods using their officially released code or the widely
recognized CL library [17, 31] in the research community
and keep their original hyperparameters unchanged.

4.2. Class-incremental Learning Experiments

Benchmark protocol. We denote the number of classes in
the initial task by B and the number of new classes learned

per task after the initial one by C. We adopt two popular
protocols [38, 48]: 1) B = 50: where the initial task covers
half of the total number of classes and the remaining classes
are equally divided among the subsequent tasks, and (2)
C = B, where each task within the data stream involves an
equal number of classes. The memory size for each class is
set to 20 in all datasets. All approaches are evaluated under
the same class order [16, 27, 38] for fair comparison.
Implementation details. We follow the original hyperpa-
rameters of all methods. We select exemplars as memory
based on the herding strategy following previous works [38].
Detailed hyperparameters are in the supplementary material.
Results. We conduct extensive experiments by incorporat-
ing our method into various baselines of different routes.
Tab. 2 and Tab. 1 present the results on ImageNet-100 and
CIFAR100, respectively, which illustrate that our method
consistently and significantly improves all metrics. Tak-
ing LUCIR on ImageNet-100 as an example, our method
improves the average accuracy by 3.2% ∼ 6.1% across
different settings. Importantly, our method barely impacts
the performance of the oracle model, implying that the per-
formance gains stem from reducing forgetting instead of
the individual gains at each task. This is evidenced by the
significant reductions in forgetting rate by 2.6% ∼ 13.1%.
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(a) ImageNet-100 (B=50, C=5)
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Figure 4. The evolution curve of accuracy and forgetting rate for each task on class-incremental experiments on ImageNet-100. Significantly,
LingoCL exhibits negative forgetting, i.e., the learning of subsequent tasks leads to improved performance on prior tasks. This phenomenon
evidences LingoCL’s effective facilitation of knowledge transfer.
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Figure 5. Results on general few-shot class-incremental learning.

Moreover, we observe that the gains in last accuracy are
usually larger than that in average accuracy, indicating that
our method benefits more on long task sequences which
are commonly more challenging. This observation is also
supported by the experimental results. For instance, when
the number of task increases from 6 to 11 (B=50,C=10 to
B=50,C=5), the gains of CwD and LUCIR increase from
1.4% and 3.2% to 2.6% and 3.8%, respectively.

Finally, in addition to the quantitative results, Fig. 4 dis-
plays the accuracy and forgetting rate curves for LUCIR in
long sequence settings. Our method achieves a smoother
forgetting rate curve, with a gradual and consistent improve-
ment in accuracy at each task. More importantly, our method
even achieves negative forgetting rate, indicating that learn-
ing the later tasks helps to improve the accuracy of the previ-
ous ones. We attribute these gains to the fact that our method
utilizes the semantic similarity among classes to guide the
CL process, which promotes backward knowledge transfer.

4.3. General Few-shot Class-IL Experiments

Benchmark protocol. General few-shot CIL is a more
realistic setting where the initial task has sufficient training
data to initialize the model, while the subsequent tasks only
have K training samples per class. No rehearsal buffer
is available. In this study, we use ImageNet-100 as the
benchmark dataset with B = 50 and C = 10 settings.
Implementation details. K is set to 4/8/16/32 in our exper-

iments. We choose LUCIR [16] as the baseline.
Results. Due to the scarcity of data, few-shot CIL requires
the model to not only overcome forgetting but also transfer
as much learned knowledge as possible. As shown in Fig. 5,
our proposed method shows greater improvements in this
challenging setting. Specifically, when K is 32, our method
achieves an improvement in accuracy of 14.0% and a reduc-
tion in the forgetting rate of 15.8%. This demonstrates that
our method achieves more effective knowledge transfer from
the initial well-learned task by pre-allocating the semantic
target for each class. We also observe that when K is 4,
although the gain of accuracy is marginal, the forgetting rate
is reduced by 10.6%. It demonstrates that our method can
alleviate the representation drifting in the feature space. See
supplementary material for more results.

4.4. Task-incremental Learning Experiments

Benchmark protocol. The benchmark in this study is 10-
split-CIFAR100, which involves dividing CIFAR100 into 10
tasks with non-overlapping classes. Following [46, 47], the
last accuracy and forgetting rate are reported.
Implementation details. The learning rate is 1e-4 and
epochs is 80. More detailed hyperparameters are shown
in the supplementary material.
Results. As shown in Tab. 4, our method improves the
accuracy by 3.9% ∼ 9.7% and reduces the forgetting by
2.2% ∼ 9.6%. Additionally, we observe that rehearsal-free
methods can be competitive with rehearsal-based methods.
SI [52] with our method achieves 51.1% accuracy, surpass-
ing the Rehearsal baseline by 3.0%. This finding suggests
that our approach facilitates the effective use of learned
knowledge, thus mitigating the reliance on old data.

4.5. Domain-incremental Learning Experiments

Benchmark protocol. OfficeHome [44] comprises four
different domains, each treated as a distinct task. As the
label set is consistent across all tasks, a shared classifier is
utilized. We report the last accuracy and forgetting rate.
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Init. Trainable Avg (↑) Last (↑) F (↓)

Random ✓ 57.1% 42.2% 44.5%

PLM ✓ 60.3% 47.8% 42.0%
PLM ✗ 62.2% 48.7% 38.6%

(a) Study on the effects of frozen weights.

Corr. in weights Avg (↑) Last (↑) F (↓)

Learned 57.1% 42.2% 44.5%

Orthogonal 60.2% 47.5% 42.6%
PLM 62.2% 48.7% 38.6%

(b) Study on the effects of semantic correlation.

Sup. signal Avg (↑) Last (↑) F (↓)

One-hot 57.1% 42.2% 44.5%

Oracle 61.6% 49.7% 39.2%
PLM 62.2% 48.7% 38.6%

(c) Study on different supervision signal.

Table 3. Component analysis. The first cell (gray) represents the baseline with a vanilla classifier which is trainable, randomly initialized,
and supervised by one-hot label. Default settings are marked in gray . “Init.”: Initialization. “Sup.”: Supervision. “Corr.”: Correlation.

Method
Task-IL Domain-IL

Last (↑) F (↓) Last (↑) F (↓)

Oracle 77.6 - 99.1 -
w/ LingoCL 78.0 - 99.1 -

Regularization-based methods
EWC [22] 41.5±1.9 45.2±1.7 48.4±1.7 45.9±0.4

w/ LingoCL 45.4±0.5 42.5±1.2 52.2±0.9 39.9±0.4

(+3.9) (-2.7) (+3.8) (-6.0)
MAS [2] 42.9±0.5 44.5±1.3 54.1±1.3 41.9±0.5

w/ LingoCL 47.0±1.5 42.3±0.4 58.1±2.0 36.0±1.1

(+4.1) (-2.2) (+4.0) (-5.9)
GEM∗ [28] - - 58.5±0.8 38.4±1.5

w/ LingoCL - - 59.7±0.5 34.6±0.8

(+1.2) (-3.8)
SI [52] 41.4±1.7 45.0±1.2 53.2±1.8 43.0±1.1

w/ LingoCL 51.1±1.5 35.4±0.8 56.7±0.7 35.8±1.9

(+9.7) (-9.6) (+3.5) (-7.2)

Table 4. Task-incremental and domain-incremental results. The
method using an extra data buffer is marked with ∗.

Implementation details. The regularization coefficients of
EWC, MAS, SI and GEM are set to 100, 0.1, 0.3 and 5,
respectively. More details are in the supplementary material.
Results. Tab. 4 reports that our method improves accuracy
by 1.2% ∼ 4.0%, while simultaneously reducing the for-
getting rate by 3.8% ∼ 7.6%. Due to the variability of the
image domains, the semantic targets often shift or are lim-
ited to the current domains only. In contrast, the semantic
targets generated by PLMs can utilize the rich source of
domain knowledge in PLMs, ensuring a more representative
distribution of these targets.

4.6. Analysis and Ablation

In this subsection, we conduct comprehensive ablation stud-
ies and analyses to systematically examine LingoCL. Unless
stated otherwise, the experiments are based on LUCIR [16]
and ImageNet-100 (B=10, C=10).
Analysis of freezing the language-guided classifier. We
delve into two pivotal components in the design of the
language-guided classifier: 1) freezing the weights, and 2)
the semantic correlation in the weights. We first analyze the
effect of freezing the weights in Tab. 3a. The comparison

between updating and freezing weights reveals that updates
lead to a decrease in accuracy (from 61.7% to 60.3%). This
performance drop is attributed to catastrophic forgetting in
semantic targets, triggered by updating weights for each task.
It highlights the necessity of preserving the semantic knowl-
edge sourced from pretrained language models. However,
it’s also notable that even with updated weights, performance
exceeds that of random initialization, suggesting that strong
initialization with rich semantics plays a crucial role in CL.

Analysis of the semantic correlation in the classifier. Fur-
thermore, we ablate the semantic correlation in the classi-
fier. By orthogonalizing the semantic targets output of the
pretrained language model, we construct a classifier that
removes semantic correlations among classes. The orthogo-
nal classifier is kept frozen during training. As indicated in
Tab. 3b, the removal of semantic correlation leads to a 2.0%
decrease in accuracy and a 4.0% increase in the forgetting
rate. Nevertheless, the orthogonal classifier still surpasses
traditional vanilla classifiers by 3.1% in accuracy. This sug-
gests that the frozen, orthogonal targets help to reduce inter-
ference between different tasks, thereby diminishing feature
drift in the feature space. On the other hand, the absence of
semantic correlation appears to impede knowledge transfer
across tasks. These findings underscore the dual signifi-
cance of maintaining a frozen state and preserving semantic
correlation in the classifier.

Comparison with oracle classifier. To thoroughly assess
the impact of our language-guided supervision, we introduce
an oracle classifier as a benchmark for oracle supervision.
Initially, an idealized oracle model is trained with data from
all tasks, typically considered the performance upper bound
in CL. Subsequently, we replace the baseline model’s vanilla
classifier with this oracle classifier, which remains frozen
during training. As shown in Tab. 3c, our language-guided
classifier not only matches but surpasses the oracle classifier
in both average accuracy and forgetting rate. This superiority
is likely attributable to the fact that the dataset for pretraining
language models is conceptually more diverse and sufficient
than that used for the oracle model, providing semantically
richer targets for each class. These results highlight the
exceptional efficacy of our approach.

Comparison with logits rectification-based methods.
Tab. 5 presents a comparison of LingoCL with other meth-
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Method
Forward Semantic

Avg (↑) F (↓)compatible correlation

Baseline 63.0% 29.9%
w/ BiC [48] ✗ ✗ 65.4% 25.1%
w/ E2E [48] ✗ ✗ 65.0% 26.1%
w/ Div. head [48] ✓ ✗ 63.7% 27.2%
w/ LingoCL ✓ ✓ 67.5% 22.5%

Table 5. Comparison with logits rectification-based methods.

Method Pretraing data Avg (↑) Last (↑) F (↓)

Baseline 65.9% 55.8% 24.9%

multimodal pretraining
CLIP [36] WIT-400M 67.5% 57.1% 22.5%
OpenCLIP [9] LAION-2B 68.0% 57.9% 22.0%

unimodal pretraining
BERT [11] 3.3B 66.6% 57.1% 23.8%
XLNet [50] 32.8B 67.0% 57.1% 22.8%

Table 6. Ablation study on the pretrained language models.

ods that modify the classifier to address anomalies. We
use a simple CIL baseline with rehearsal and distillation on
CIFAR100 under the setting of B=50, C=10. BiC [48] ad-
dresses classifier bias by adding an extra linear layer, while
EEIL [6] finetunes the classifier using balanced data. Diver-
gence head [13] utilizes an additional classifier to separate
the features of old and new tasks to preserve the feature
space for future classes. Existing methods mainly focus on
addressing the compatibility with old tasks using statistical
corrections, whereas our method stands out by considering
the semantic correlation among all classes, including the past
and the future. Notably, LingoCL does not entirely conflict
with these methods; in fact, LingoCL can complement it to
further enhance performance, It is evidenced in Tab. 1 and
Tab. 2, where LingoCL notably enhances the efficacy of BiC.
Ablation on different language models. In Tab. 6, we ex-
plore two types of language models: multimodal pretraining
models and unimodal pretraining models. The overall results
indicate that the multimodal pretraining language models
perform better, which we attribute to the pretraining aligned
with images allowing the language models to learn more
semantic information from visual cues. Although the se-
mantic targets generated by the unimodal pretraining models
are not aligned with images, they still can be easily fitted
with trainable vision encoders. Furthermore, we found that
increasing the amount of pretraining data can effectively
improve performance (67.5% → 68.0%, 66.6% → 67.0%),
as the language model learns more concepts.
Effect of the number of exemplars for replay. We inves-
tigate the effect of the number of old exemplars on model
performance. The results in Fig. 6 show that LingoCL can
consistently improve the accuracy and reduce the forgetting
rate under all settings, especially when the number of re-
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Figure 6. Effect of the number of exemplars for replay.
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Figure 7. Impact of the number of classes in the initial task.

served exemplars is quite small. Notably, integrated with
LingoCL, the baseline with reserving only 2 exemplars per
class is comparable to the vanilla version by utilizing 20
exemplars per class (69.6% v.s. 70.2%), further verifying
the power of the proposed LingoCL.
Impact of the number of classes in the initial task. In
this ablation, we discuss the effect of the number of classes
learned in the initial task. As shown in Fig. 7, the X-axis
represents the number of classes in the initial task, and the
remaining classes are incremented with 10 classes per task.
We can observe that LingoCL can bring a +3.2% ∼ 5.1%
acreage accuracy improvement and reduce the forgetting rate
by +5.9% ∼ 13.1%, which illustrates the effectiveness and
robustness of our method.

5. Conclusion

In this work, we present a new perspective on CL, i.e., how
to utilize the semantic knowledge in category names. Specif-
ically, we use pretrained language models to generate the se-
mantic target for each class. Empirical study shows that our
method alleviates the representation drifting and facilitates
knowledge transfer. Extensive experiments across various
scenarios demonstrate the effectiveness of our method.
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