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Abstract

The field of image synthesis is currently flourishing due
to the advancements in diffusion models. While diffusion
models have been successful, their computational inten-
sity has prompted the pursuit of more efficient alternatives.
As a representative work, non-autoregressive Transformers
(NATs) have been recognized for their rapid generation.
However, a major drawback of these models is their in-
ferior performance compared to diffusion models. In this
paper, we aim to re-evaluate the full potential of NATs by
revisiting the design of their training and inference strate-
gies. Specifically, we identify the complexities in properly
configuring these strategies and indicate the possible sub-
optimality in existing heuristic-driven designs. Recognizing
this, we propose to go beyond existing methods by directly
solving the optimal strategies in an automatic framework.
The resulting method, named AutoNAT, advances the per-
formance boundaries of NATs notably, and is able to per-
form comparably with the latest diffusion models with a
significantly reduced inference cost. The effectiveness of
AutoNAT is comprehensively validated on four benchmark
datasets, i.e., ImageNet-256 & 512, MS-COCO, and CC3M.
Code and pre-trained models will be available at https:
//github.com/LeapLabTHU/ImprovedNAT.

1. Introduction
In recent years, the field of image synthesis has witnessed a
surge in popularity due to the success of highly capable dif-
fusion models [9, 19, 36, 38, 45]. However, the iterative
generation process of diffusion models tends to be com-
putationally intensive [10, 29, 30, 45, 49], which leads to
significant practical latency and energy consumption. As
a consequence, a number of research efforts have been put
into exploring more efficient alternatives.

Within this context, non-autoregressive Transformers
(NATs) [6, 7, 25, 27, 34] have emerged as a representa-
tive work. These models offer benefits akin to those of
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Figure 1. FID-50K vs. computational cost on ImageNet-256.
For fair comparisons, diffusion models are equipped with DPM-
Solver [29, 30] for efficient synthesis.

diffusion models, such as high scalability [7] and sam-
ple diversity [6], while being notably faster due to their
parallel decoding mechanism in Vector Quantized (VQ)
space [10, 46]. As depicted in Figure 2, NATs start gen-
eration from a fully masked canvas, and swiftly progress by
concurrently decoding multiple tokens at each step. Nev-
ertheless, a major drawback of NATs is their inferior per-
formance compared to diffusion models. For example,
MaskGIT [6], a popular NAT model, can synthesize an im-
age on ImageNet [40] in only 8 steps, but the generation
quality measured in FID is only 6.18, which is far behind
latest diffusion models [1, 33] (approximately 2).

In this paper, we re-examine the performance limit of
NATs. Our findings demonstrate that the inferior genera-
tion quality compared to diffusion models may not be their
inherent limitation. Instead, it is largely caused by the sub-
optimal, heuristic-driven strategies in the training and gen-
eration process of NATs. To be specific, different from dif-
fusion models, the parallel decoding mechanism in NATs
introduces intricate design challenges, posing questions like
1) how many tokens should be decoded at each step; 2)
which tokens should be decoded; and 3) how to sample
tokens from the VQ codebook? Configuring these aspects
appropriately necessitates a specialized "generation strat-
egy" comprising multiple scheduling functions. Moreover,
a "training strategy" needs to be carefully designed to equip
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the final published version of the proceedings is available on IEEE Xplore.
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Figure 2. The generation process of non-autoregressive Trans-
formers starts from an entirely masked canvas and parallelly de-
codes multiple tokens at each step. The generated tokens are then
mapped to the pixel space with a pre-trained VQ-decoder [10].

the model with the ability to handle the varying input distri-
butions encountered during generation. Developing proper
generation and training strategies that maximally unleash
the potential of NATs is a critical but under-explored open
problem. The common practice in the literature predom-
inantly designs these strategies with heuristic-driven rules
(see: Tab. 1) [6, 7]. This demands extensive expert knowl-
edge and labor-intensive efforts, yet it can still result in sub-
optimal configurations.

Contrary to existing practices, we introduce a heuristic-
free, automatic approach, termed AutoNAT. The major in-
sight behind our method is to formulate the task of design-
ing effective training and generation strategies into a uni-
fied optimization problem, as shown in Table 1. This allows
for a more comprehensive exploration of NATs’ full poten-
tial without being constrained by the limited prior knowl-
edge. However, a notable challenge arises when optimiz-
ing the training strategy, as it involves a time-consuming
model training process. This requirement leads to a bottle-
neck in the optimization procedure, hindering the swift ad-
vancement of other optimization variables. To address this
challenge, we introduce a tailored alternating optimization
algorithm, where the training and generation strategies are
optimized alternatively according to their own characteris-
tics. This mechanism allows us to design specialized solu-
tions conditioned on each individual sub-problem, resulting
in a more efficient and focused optimization process.

The effectiveness of AutoNAT is extensively vali-
dated on four benchmark datasets, i.e., ImageNet-256 and
512 [40], MS-COCO [28], and CC3M [44]. The results
show that AutoNAT outperforms previous NATs by large
margins. Furthermore, compared to the diffusion models
equipped with fast samplers, AutoNAT achieves at about
5× inference speedup without sacrificing performance.

2. Related Work

Image generation models have historically been domi-
nated by Generative Adversarial Networks (GANs) [5, 13,
21]. Despite their success, GANs are challenging to train,
prone to mode collapse, and heavily dependent on pre-
cise hyperparameter tuning and regularization [4, 5, 20,
32]. Consequently, likelihood-based models such as dif-

Strategy Configurations
Heuristic Design
(existing works)

AutoNAT
(ours)

Generation
Strategy

Re-masking Ratio r(t) r(t) = cos( πt
2T )

Jointly Optimized:
r∗(t), τ∗1 (t),

τ∗2 (t), s
∗(t), p∗(r)

Sampling Temp. τ1(t) τ1(t)= 1.0

Re-masking Temp. τ2(t) τ2(t)=
λ(T−t+1)

T

Guidance Scale s(t) s(t) = kt
T

Training
Strategy Mask Ratio Dist. p(r) p(r) = 2

π
√

1−r2

FID on ImageNet 256×256 (model size = 46M)
Generation Steps T = 4 T = 8 T = 4 T = 8

TFLOPs / Image 0.18 0.28 0.18 0.28

FID-50K 8.40 5.73 4.30 (↓4.10) 3.52 (↓2.21)

Table 1. Comparisons between existing works and AutoNAT.
AutoNAT tackles the strategy design of NATs by directly solving
for the optimal solution, outperforming the heuristic-based coun-
terparts by large margins. Here, T denotes generation steps. The
generation strategy is controlled by the scheduling functions r(t),
τ1(t), τ2(t), s(t), while the training strategy is parameterized by
a mask ratio distribution p(r) (see Section 3.1 for details).

fusion [9, 35, 36, 38, 41] and autoregressive models [36,
49, 50] have emerged. These models are gaining promi-
nence due to their straightforward training processes, scal-
ability, and capabilities to generate diverse, high-resolution
images. However, their iterative refinement approach for
sampling, while powerful, demands substantial computa-
tional resources, presenting significant hurdles for real-time
applications and deployment on edge devices with limited
computational capacity or low latency is imperative.
Efficient image synthesis techniques have seen numer-
ous advancements recently. There are primarily two ap-
proaches. The first involves developing new models
that inherently support efficient sampling, such as non-
autoregressive Transformers, which we discuss further in
the next paragraph. The second approach focuses on
enhancing existing models, particularly diffusion models,
given their widespread use. For example, DDIM [45] and
DPM-Solver [29, 30] have expedited diffusion sampling
through intricate mathematical analysis, though they face
challenges in preserving image quality with fewer than 10
sampling steps. Other techniques, such as DDSS [47] and
AutoDiffusion [26], have adopted an optimization-based
approach to boost generation efficiency. Our research aligns
with these efforts in its embrace of optimization, but it
uniquely focuses on non-autoregressive Transformers for
their inherent efficiency advantages. Furthermore, our ap-
proach examines the interplay between training and gen-
eration, enhancing both in a unified manner. More re-
cently, distillation-based methods [31, 43, 48] have further
reduced the sampling steps of diffusion models by transfer-
ring knowledge from a large pre-trained diffusion teacher
to a few-step student generator. Notably, this distillation
approach to transferring the knowledge of a large diffusion
teacher into a fewer-step student generator does not impose
architectural constraints on the student generator. Conse-
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quently, this technique is conceptually orthogonal to non-
autoregressive Transformers and, by extension, remains
compatible with the methodologies employed in AutoNAT.
Non-autoregressive Transformers (NATs) originate from
machine translation [12, 14], known for their rapid infer-
ence capabilities. Recently, these models have been ap-
plied to image synthesis, offering high-quality images with
a minimal number of inference steps [6, 7, 25, 27, 34].
As a pioneering work, MaskGIT [6] demonstrates highly-
competitive fidelity and diversity on the ImageNet [40] with
only 8 sampling steps. It has been further extended for
text-to-image generation and scaled up to 3B parameters
in Muse [7] and yields remarkable performance. Sepa-
rately, Token-critic [25] and MAGE [27] build upon NATs:
Token-critic [25] enhances MaskGIT’s performance by in-
troducing an auxiliary model for guided sampling, while
MAGE [27] proposes leveraging NATs to unify repre-
sentation learning with image synthesis. More recently,
MAGVIT-v2 [51] further advances the field with an en-
hanced tokenizer design. Given that AutoNAT focuses on
refining the training and generation strategies, which are the
core components of all NATs, it inherently maintains com-
patibility with these approaches.

3. On the Limitations of Non-Autoregressive
Transformers (NATs)

3.1. Preliminaries of NATs

In this subsection, we start by giving an overview of the
non-autoregressive Transformers [6, 7, 27] in image gen-
eration, laying the basis for our proposed method. Non-
autoregressive Transformers typically work in conjunction
with a pre-trained VQ-autoencoder [10, 37, 46] to generate
images. The VQ-autoencoder is responsible for the con-
version between images and latent visual tokens, while the
non-autoregressive Transformer learns to generate visual to-
kens in the latent VQ space. As the VQ autoencoder is
usually pre-trained and remains unchanged throughout the
generation process, we mainly outline the training and gen-
eration strategies of non-autoregressive Transformers.
Training strategy. The training of non-autoregressive
Transformers is based on the masked token modeling ob-
jective [2, 8, 16]. Specifically, we denote the visual tokens
obtained by the VQ-encoder as V = [Vi]i=1:N , where N
is the sequence length. Each visual token vi corresponds
to a specific index of the VQ-encoder’s codebook. During
training, a variable number of tokens, specifically ⌈r · N⌉,
are randomly selected and replaced with [MASK] token,
where r is a mask ratio sampled from a predefined distri-
bution p(r) within the [0, 1] range. The training objective
is to predict the original tokens based on the surrounding
unmasked ones, optimizing a cross-entropy loss function.
Generation strategy. During inference, non-autoregressive

Transformers generate the latent visual tokens in a multi-
step manner. The model starts from an all-[MASK] token
sequence V (0). At tth step, the model predicts V (t) from
V (t−1) by first parallely decoding all tokens and then re-
masking less reliable predictions, as described below.
1. Parallel decoding. Given visual tokens V (t−1), the

model first parallely decodes all of the [MASK] tokens
to form an initial guess V̂ (t):

V̂
(t)
i

{
∼ p̂τ1(t)(Vi|V (t−1)), if V (t−1)

i =[MASK];

= V
(t−1)
i , otherwise.

Here, τ1(·) is the sampling temperature scheduling func-
tion, and p̂τ1(t)(Vi|V (t−1)) represents the model’s pre-
dicted probability distribution at position i, scaled by a
temperature τ1(t). Meanwhile, confidence scores C(t)

are defined for all tokens:

C
(t)
i =

{
log p̂(Vi = V̂

(t)
i |V (t−1)), if V (t−1)

i =[MASK];

+∞, otherwise.

where p̂(Vi = V̂
(t)
i |V (t−1)) is the predicted probability

for the selected token V̂
(t)
i at position i.

2. Re-masking. From the initial guess V̂ (t), the model
then obtains V (t) by re-masking the ⌈r(t) ·N⌉ least con-
fident predictions:

V
(t)
i =

{
V̂

(t)
i , if i ∈ I;
[MASK], if i /∈ I.

Here, r(·) ∈ [0, 1] is the re-masking scheduling function,
which regulates the proportion of tokens to be re-masked
at each step. The set I comprises indices of the N −
⌈r(t) · N⌉ most confident predictions and are sampled
without replacement from Softmax(C(t)/τ2(t))

1, where
τ2(·) is the re-masking temperature scheduling function.

The model iterates the process for T steps to decode all
[MASK] tokens, yielding the final sequence V (T ). The se-
quence is then fed into the VQ-decoder to obtain the image.

3.2. Limitations of NATs

Compared to other likelihood-based generative models, one
of the predominant advantages of NATs is their superior
efficiency [6, 7]. Once they are appropriately deployed,
decent-quality images can be generated with a few sam-
pling steps. However, it is usually non-trivial for practition-
ers to utilize these models properly, since their performance
tends to heavily depend on multiple scheduling functions
that need to be carefully configured. As discussed above, a
generation process typically involves three scheduling func-
tions to control the mask ratio r(t), the sampling tempera-
ture τ1(t), and the re-masking temperature τ2(t), respec-
tively. When classifier-free guidance [7, 9] is adopted, a

1In practice, this sampling procedure is implemented via Gumbel-Top-
k trick [22].
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Density

Figure 3. The heuristic design of p(r) in existing works: the
density of p(r) reflects the frequency of mask ratios encountered
during generation. We take T = 12 for example. Notably, as
shown in Table 2, such a heuristic design is sub-optimal.

Training Distribution p(r) Original:
2

π
√

1−r2 Fixed: r ≡ 0.8

FID-50K 8.40 8.31

Table 2. Heuristically-designed p(r) in existing works vs. fixed
mask ratio for training NATs. A simple fixed mask ratio produces
even better results.

guidance scale scheduling function s(t) is further intro-
duced [7] to progressively adjust the guidance strength. Ex-
isting works typically design these functions with heuris-
tic rules (see Table 1), necessitating expert knowledge and
manual effort. Meanwhile, these heuristic rules may fall
short of capturing the optimal dynamics of the generation
process, leading to sub-optimal designs (see Table 6a).

Moreover, this intricate generation process requires the
support of a well-designed training strategy. More pre-
cisely, it is essential to design a proper p(r) for mask ra-
tio sampling during training, such that NATs can effec-
tively process diverse input distributions with varying pro-
portions of mask tokens during generation. In most existing
works [6, 7, 34], p(r) is configured to mimic the variation of
mask ratios in the generation process, as illustrated in Fig-
ure 3. However, this common design may not be proper. A
counterintuitive finding in Table 2 reveals that even using a
single, fixed mask ratio can produce better results than the
heuristic design. A possible explanation is that the capa-
bilities model learned from decoding at one mask ratio are
highly transferable for decoding other ratios of mask tokens.
Consequently, the strict, proportional allocation of p(r)’s
density, based on the encountered frequencies of mask ra-
tios during generation, could be sub-optimal. This finding
suggests the need for a more systematic approach to better
capture the relationship between training and inference.

4. Method

As aforementioned, the heuristic-driven design of training
and generation strategies for non-autoregressive generative
models is both labor-intensive and sub-optimal. To address
this issue, we propose an optimization-based approach to
derive these optimal configurations with minimal human ef-
fort. In this section, we elaborate on our AutoNAT method.

4.1. A Unified Optimization Framework

Mathematical formulation. Our objective is to determine
the most appropriate configurations for the training and
generation procedures of non-autoregressive Transformers.
From the lens of optimization, this corresponds to iden-
tifying the optimal generation scheduling functions r∗(t),
τ∗1 (t), τ

∗
2 (t), s

∗(t) and mask ratio distribution p∗(r) that
maximize the performance of the model according to a
chosen metric. Notably, since a generation process of T
steps involves T values of each scheduling function, we
can circumvent the difficulty of directly optimizing the
functions by optimizing four groups of hyperparameters
r = [r(t)]t=1:T , τ1 = [τ1(t)]t=1:T , τ2 = [τ2(t)]t=1:T ,
s = [s(t)]t=1:T instead. Formally, this optimization prob-
lem can be defined as:

r∗, τ∗
1 , τ

∗
2 , s

∗, p∗(r) = argmax
r,τ1,τ2,s,p(r)

F
(
r, τ1, τ2, s,θ

∗
p(r)

)
,

s.t. r ∈ [0, 1]T , τ1, τ2, s ∈ RT
+,

p(r) ≥ 0 ∀r ∈ [0, 1],

∫ 1

0

p(r)dr = 1.

Herein, θ∗
p(r) denotes the model parameters trained un-

der the mask ratio distribution p(r). The function F mea-
sures the generation quality, and can be instantiated with
metrics like Fréchet inception distance (FID) [17], Incep-
tion score (IS) [42], etc. Note that for metrics like FID,
which are considered better when smaller, we maximize
their negative values. In addition, the constraints on p(r)
confirm that it’s a valid probability distribution.
Alternating optimization. Before solving the optimization
problem, we note an important distinction between p(r) and
other variables: p(r) is nested within model parameter term
θ∗
p(r). Consider an arbitrary optimization procedure, where

we obtain an intermediate candidate for p(r). It is usually
essential to train the model with p(r) and evaluate how good
p(r) is. In contrast, evaluating r, τ1, τ2, s only necessitates
inferring the generative model, which is much cheaper than
p(r). As a consequence, directly solving all variables si-
multaneously would be inefficient as the slow evaluation
of p(r) hinders the optimization of other variables, which
could otherwise proceed at a much faster pace.

Motivated by the imbalanced nature of the variables, we
divide our optimization problem into two sub-problems:
generation strategy optimization and training strategy op-
timization, and propose to solve them with an alternating
algorithm. The first sub-problem focuses on obtaining the
optimal configuration for the hyperparameters controlling
the generation procedure r, τ1, τ2, s, given a model trained
under p(r), while the second sub-problem optimizes p(r)
with the given generation configurations. These two sub-
problems are solved alternatively until the generation qual-
ity of the model converges. This iterative approach allows
the rapid adjustment of r, τ1, τ2, s, while steadily steering
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p(r) towards optimality, yielding a superior efficiency for
solving the overall optimization problem. The empirical ev-
idence can be found in Table 6c.

Algorithm 1 Alternating Algorithm for Solving the Train-
ing & Inference Configurations of NATs

1: Initialize p(r), r, τ1, τ2, s
2: Set convergence threshold ϵ, Fprev ←∞
3: repeat
4: # Alternating optimization
5: r, τ1, τ2, s← OptimizeGenerationStrategy(p(r))
6: p(r)← OptimizeTrainingStrategy(r, τ1, τ2, s)
7: # Evaluate the strategies
8: θ∗

p(r) ← TrainModel(p(r))
9: Fnew ← Evaluate(r, τ1, τ2, s,θ∗

p(r))

10: ∆F ← |Fnew − Fprev|
11: Fprev ← Fnew
12: until ∆F ≤ ϵ
13: return r, τ1, τ2, s, p(r)

We summarize our overall optimization process in Algo-
rithm 1. In the following, we elaborate on the optimization
of the generation strategy and training strategy respectively.

4.2. Generation Strategy Optimization

In this sub-problem, we are interested in searching for the
optimal generation strategy variables r, τ1, τ2, s given a
fixed p(r), which can be formulated as:

r∗, τ∗
1 , τ

∗
2 , s

∗ = argmax
r,τ1,τ2,s

F (r, τ1, τ2, s,θ
∗
p(r)),

s.t. r ∈ [0, 1]T , τ1, τ2, s ∈ RT
+.

Inspired by the success of gradient-based optimization in
deep learning [39], we find this sub-problem can be effec-
tively solved via simple gradient descent. In specific, al-
though F is not differentiable with respect to r, τ1, τ2, s
due to the parallel decoding process (see Section 3.1), it
is feasible to approximate the gradients corresponding to
each variable by leveraging a finite difference method. Let
ξ = [r, τ1, τ2, s] be the concatenation of variables. The
gradient of F with respect to ξ can be approximated by

∂F (ξ,θ∗
p(r))

∂ξi
≈

F (ξ + ϵei,θ
∗
p(r))− F (ξ,θ∗

p(r))

ϵ
,

where i ranges over the dimensions of ξ, ei is the unit vector
in the direction of ξi, and ϵ is a small positive number. We
denote the estimated gradients as ∇̂ξF (ξ,θ∗

p(r)). Then the
hyperparameters can be updated by gradient descent:

ξ ← ξ − η∇̂ξF (ξ,θ∗
p(r)),

where η denotes the learning rate.

4.3. Training Strategy Optimization

In this sub-problem, we focus on searching for the optimal
mask ratio distribution p∗(r) with a given generation strat-

egy r, τ1, τ2, s. Notably, since we usually need to train the
model to evaluate any candidate values of p∗(r), optimizing
p(r) in a general probability distribution space is computa-
tionally expensive. As a result, we propose to restrict p(r)
to a specific family of probability density functions. In this
work, we adopt the Beta distribution as the family of p(r):

p(r;α, β) =
rα−1(1− r)β−1

B(α, β)
,

where B(α, β) is the Beta function and α, β > 0. Thus, we
can simplify our optimization problem as:

α∗, β∗ = argmax
α,β

F (r, τ1, τ2, s,θ
∗
p(r;α,β)),

s.t. α, β > 0.

With such an assumption, we find it is feasible to effectively
solve p∗(r) with a simple greedy search algorithm [3].
Specifically, we begin by performing a line search to op-
timize one parameter while keeping the other fixed. Once
we find an optimal value for the first parameter, we switch to
the second parameter and conduct a line search again to find
its optimal value. This optimization continues until there is
no further improvement in the performance metric.

5. Experiments
Implementation details. Following [6, 7, 27], we employ
a pretrained VQGAN [10] with a codebook of size 1024 for
the conversion between images and visual tokens. The ar-
chitecture of our models follows U-ViT [1], a type of Trans-
former adapted for image generation tasks. We consider
two model configurations: a small model (13 layers, 512
embedding dimensions, denoted as AutoNAT-S) and a large
model (25 layers, 768 embedding dimensions, denoted as
AutoNAT-L). For ImageNet-512, we adopt a patch size of
2 to accommodate the increased token count. In the imple-
mentation of AutoNAT, we first adopt the small model and
perform alternating optimization on ImageNet-256 (T = 4)
for three iterations to obtain our basic training and genera-
tion strategy, where we utilize FID [17] as the default eval-
uation metric F . When applying the basic strategy to differ-
ent datasets and network architectures, we conduct a single
additional search for only the generation strategy. This im-
plementation technique slightly improves the performance
of AutoNAT by fine-tuning it conditioned on the specific
scenario (see Table 6d for ablation studies). Notably, ad-
justing the generation strategy is more efficient since it only
needs to infer the model. Due to spatial limitations, more
implementation details are deferred to Appendix A.

5.1. Main Results

Class-conditional generation on ImageNet. In Table 3,
we present a comparison of our method against state-of-
the-art generative models on ImageNet 256x256 and Ima-
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Method Type
ImageNet-256 ImageNet-512

#Params Steps TFLOPs↓ FID↓ IS↑ #Params Steps TFLOPs↓ FID↓ IS↑
VQVAE-2‡ [37] (NeurIPS’19) AR 13.5B 5120 - 31.1 ∼ 45 - - - - -
VQGAN‡ [10] (CVPR’21) AR 1.4B 256 - 15.78 78.3 227M 1024 - 26.52 66.8
ADM-G [9] (NeurIPS’21) Diff. 554M 250 334.0 4.59 186.7 559M 250 579.0 7.72 172.7
ADM-G, ADM-U [9] (NeurIPS’21) Diff. 608M 250 239.5 3.94 215.8 731M 250 719.0 3.85 221.7
LDM [38] (CVPR’22) Diff. 400M 250 52.3 3.60 247.7 - - - - -
VQ-Diffusion‡ [15] (CVPR’22) Diff. 554M 100 12.4 11.89 - - - - - -
Draft-and-revise [24] (NeurIPS’22) NAT 1.4B 72 - 3.41 224.6 - - - - -
Efficient likelihood-based image generation models (†: augmented with DPM-Solver [30] (NeurIPS’22))

ADM-G† [9] (NeurIPS’21) Diff. 554M
4 5.3 22.35 -

559M
4 9.3 42.85 -

16 21.4 5.28 214.8 16 37.1 8.8 157.2

LDM† [38] (CVPR’22) Diff. 400M
4 1.2 11.74 -

-
- - - -

16 3.7 3.68 202.7 - - - -

U-ViT-H† [1] (CVPR’23) Diff. 501M
4 1.4 8.45 -

501M
4 2.3 8.29 -

16 4.6 2.77 259.5 16 5.5 4.04 252.6

DiT-XL† [33] (ICCV’23) Diff. 675M
4 1.3 9.71 -

675M
4 5.4 11.72 -

16 4.1 3.13 256.1 16 18.0 3.84 211.7
MaskGIT‡ [6] (CVPR’22) NAT 227M 8 0.6 6.18 182.1 227M 12 3.3 7.32 156.0
Token-Critic‡ [25] (ECCV’22) NAT 422M 36 1.9 4.69 174.5 422M 36 7.6 6.80 182.1
MaskGIT [6] (CVPR’22) NAT 227M 8 - 4.02 - 227M 12 - 4.46 -
Token-Critic [25] (ECCV’22) NAT 422M 36 - 3.75 - 422M 36 - 4.03 -
MAGE‡ [27] (CVPR’23) NAT 230M 20 1.0 6.93 - - - - - -
AutoNAT-L‡ NAT 194M 12 0.7 4.45 193.3 199M 12 1.0 6.36 185.0

AutoNAT-S NAT 46M
4 0.2 4.30 249.7

48M
4 0.5 6.59 252.9

8 0.3 3.52 253.4 8 0.6 5.06 254.5

AutoNAT-L NAT 194M
4 0.5 3.26 271.3

199M
4 0.8 5.37 278.7

8 0.9 2.68 278.8 8 1.2 3.74 286.2

Table 3. Class-conditional image generation on ImageNet-256 and ImageNet-512. TFLOPs represents the number of floating-point
operations required for generating a single image. We calculate FID-50K following [9, 33]. For DPM-Solver [29] augmented diffusion
models (marked with †), we follow instructions in [29] to tune all solver configurations as well as classifier-free guidance scale, and report
results with the lowest FID. ‡: methods without classifier-based or classifier-free guidance [9, 18]. Rows in gray use compute-intensive
classifier-based rejection sampling. Diff: diffusion, AR: autoregressive, NAT: non-autoregressive Transformers.

geNet 512x512. The number of generation steps, model pa-
rameters and the total computational cost during generation
(measured in TFLOPs) are also reported to give a compre-
hensive evaluation of the efficiency-effectiveness tradeoff.
Moreover, in Table 3, the models specialized in efficient
image synthesis, e.g., recently proposed non-autoregressive
Transformers and diffusion models with advanced sam-
plers [29, 30], are grouped together for a direct comparison
with our method.

The results in Table 3 show that AutoNAT-S, although
having notably fewer parameters than other baselines,
yields competitive performance on ImageNet-256. For ex-
ample, AutoNAT-S requires only 0.2 TFLOPs and 4 synthe-
sis steps to achieve an FID of 4.30. With a slightly increased
computational budget of 0.3 TFLOPs, the FID obtained by
AutoNAT-S is further improved to 3.52, surpassing most
of the baselines. Furthermore, the larger AutoNAT contin-
ues this trend, attaining an FID of 2.68 with 8 steps. On
ImageNet-512, our best model achieves an FID of 3.74, ex-
ceeding other state-of-the-art models while utilizing signif-
icantly fewer computational resources.

In addition, we present more comprehensive compar-

Method Type #Params Steps TFLOPs↓ FID↓
VQ-Diffusion [15] Diff. 370M 100 - 13.86
Frido [11] Diff. 512M 200 - 8.97
U-Net† [1] Diff. 53M 50 - 7.32
U-ViT† [1] Diff. 58M 4 0.4 11.88
U-ViT† [1] Diff. 58M 50 2.2 5.48
AutoNAT-S NAT 45M 8 0.3 5.36

Table 4. Text-to-image generation on MS-COCO; all models
are trained and evaluated on MS-COCO. We report FID-30K fol-
lowing [1]. †: augmented with DPM-Solver [29, 30].

isons of the trade-off between generation quality and com-
putational cost in Figs. 1 and 4. Importantly, both the the-
oretical GFLOPs and the practical GPU/CPU latency re-
quired for generating an image are reported. The results
demonstrate that our method consistently outperforms other
baselines in terms of both generation quality and compu-
tational cost. Compared to the strongest diffusion models
with fast samplers, AutoNAT offers approximately a 5× in-
ference speedup without compromising performance. Qual-
itative results of our method are presented in Figure 5.
Text-to-image generation on MS-COCO. We further
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(a) FID vs. GPU Time on ImageNet-256 (b) FID vs. CPU Time on ImageNet-256 (c) FID vs. Compute on ImageNet-512

AutoNAT-LAutoNAT-SDiT†
(ICCV’23) MaskGIT (CVPR’22)LDM†

(CVPR’22) U-ViT†
( CVPR’23)

Figure 4. Sampling efficiency on ImageNet-256 and ImageNet-512. LDM is not included in ImageNet-512 results as it is only trained on
ImageNet-256. GPU time is measured on an A100 GPU with batch size 50. CPU time is measured on Xeon 8358 CPU with batch size 1.
†: DPM-Solver [29] augmented diffusion models.

Method Type #Params Steps TFLOPs↓ FID↓
VQGAN [10] AR 600M 256 - 28.86
LDM-4 [38] Diff. 645M 50 - 17.01
RQ-Transformer [23] AR 654M 64 - 12.33
Draft-and-revise [24] NAT 654M 72 - 9.65

Muse [7] NAT 500M
8 2.8 7.67

16 5.4 7.01
AutoNAT-Muse [7] NAT 500M 8 2.8 6.90

Table 5. Text-to-image generation on CC3M; all models are
trained and evaluated on CC3M. We report FID-30K following [7].

evaluate the effectiveness of AutoNAT in the text-to-image
generation scenario, using the MS-COCO [28] benchmark.
As summarized in Table 4, AutoNAT-S is able to outper-
form other baselines with a minimal 0.3 TFLOPs compute
and achieves a leading FID score of 5.36, indicating its su-
perior efficiency and effectiveness. When compared to the
latest diffusion models equipped with a fast sampler [1],
AutoNAT-S surpasses its 50-step sampling results while re-
quiring 7× less computational cost, and outperforming it by
large margins with similar computational resources.
Text-to-image generation on CC3M. In Table 5, we vali-
date the effectiveness of AutoNAT for text-to-image gener-
ation on the larger CC3M dataset [44]. Here its efficiency
is mainly evaluated on top of the recently proposed non-
autoregressive Transformer model: Muse [7]. We apply
AutoNAT to the pre-trained Muse model, and only optimize
the generation strategy. As indicated in Table 5, combining
our optimized strategy with the Muse model yields an FID
of 6.90 on CC3M, surpassing other baselines notably. Com-
pared to the vanilla Muse model, AutoNAT outperforms it
with half of the computational cost and achieves signifi-
cantly better FID (6.90 vs. 7.67) when utilizing the same
computational resources.

5.2. Analytical Results

In this section, we provide more analytical results of our
method. Unless otherwise specified, we adopt AutoNAT-S
trained on ImageNet-256 in all experiments.

Contribution of training and generation strategies. Our
method optimizes both training and generation strategies by
default, and we conduct a more fine-grained ablation study
in Table 6a to assess the contribution of each component.
Removing the optimized training strategy has a noticeable
detrimental impact on the FID score (an increase of 0.91).
However, ablating the optimized generation strategy has an
even more significant negative effect, deteriorating the FID
by a substantial 3.58. This indicates that while both compo-
nents are important, the previous non-autoregressive models
had more room for improvement in generation strategies

Optimization efficacy. Our AutoNAT algorithm is itera-
tive, yet as evidenced in Table 6b, it rapidly converges to
a decent solution within a few iterations. Compared to
the baseline FID of 8.40, a single optimization iteration
markedly improves the FID to 4.61. Within just three it-
erations, the algorithm largely converges, evidenced by a
minimal FID difference of 0.05 between the last two itera-
tions, culminating in a performance of 4.30 FID, substan-
tially exceeding the baseline. This underscores AutoNAT’s
effectiveness in optimizing training and generation config-
urations for non-autoregressive Transformers.

Alternating vs. concurrent optimization. We compare
our alternating optimization strategy against optimizing the
training and generation strategy concurrently (denoted as
Concurrent) in Table 6c. Optimization efficiency is quan-
tified in terms of computational cost measured by train-
ing time on a single A100 node. Our alternating optimiza-
tion method demonstrates significantly better performance
(4.30 vs. 8.01) under similar computational costs. Even
when the resource allocation for concurrent optimization
was doubled, its performance still remained considerably
worse than that of our method. This observation demon-
strates the effectiveness of our proposed alternating opti-
mization in facilitating more rapid and robust convergence.

Transferability of the searched strategies. In Table 6d,
we examine the transferability of strategies developed on
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Figure 5. Selected visualizations of AutoNAT. Samples are generated in 8 steps with AutoNAT-L on ImageNet-512 and ImageNet-256.

Train Strategy Gen. Strategy FID ↓
✓ ✓ 4.30

✓ 5.21 (+0.91)

✓ 7.88 (+3.58)

8.40 (+4.10)

(a) Optimization contribution. Assessing
the effect of optimized training and generation
strategies on FID scores against baselines.

Optimization Steps FID ↓
- 8.40
1 4.61
2 4.35
3 4.30

(b) Optimization efficacy. Our optimization
process quickly converges and surpasses the
baseline results by a large margin.

Method Cost ↓ FID ↓
Alternating 1.9 days 4.30
Concurrent 2.0 days 8.01
Concurrent 4.0 days 7.22

(c) Alternating vs. concurrent optimization.
Alternating optimization is faster and more ef-
fective. Cost measured in one A100 node.

Model Strategy Steps=4 Steps=8

Base
Baseline 6.56 5.11

Optimized 3.83 2.89
Transfer 3.87 (+0.04) 3.03 (+0.14)

Large
Baseline 5.42 4.67

Optimized 3.26 2.68
Transfer 3.36 (+0.10) 2.82 (+0.14)

(d) Strategy transferability. The strategies from smaller models
(Transfer) exhibit competitive performance on larger models.

Re-masking
ratios r

Sampling
Temperatures τ1

Re-masking
Temperatures τ2

Guidance
scales s FID ↓ ∆

✓ ✓ ✓ ✓ 4.30 -
✓ ✓ ✓ 4.58 +0.28

✓ ✓ ✓ 6.57 +2.27
✓ ✓ ✓ 5.68 +1.38
✓ ✓ ✓ 5.43 +1.13

(e) Hyperparameter impact on generation. We exclude one of the hyperpa-
rameters from our optimization set and measure its impact on FID.

Table 6. Ablation studies on ImageNet-256. We report FID-50K. If not specified, we adopt our small model trained for 300K iterations
and generate images in 4 steps. Default settings are marked in gray .

our smaller model to larger models. To investigate this issue
comprehensively, we introduced an additional “base” model
(consisting of 12 layers with an embedding dimension of
768) and trained it with the same configuration as other
models on ImageNet-256. The empirical results indicate
that strategies formulated for smaller models are not only
transferable but also highly effective when applied to larger
models. Both directly transferred and re-optimized strate-
gies for larger models significantly outperform the baseline
at all generation steps. The re-optimized strategies show a
slight advantage (about 0.1) over directly transferred strate-
gies. This minor difference underscores the robust general-
ization capacity of the strategies across varying model sizes.

Impacts of each generation hyperparameter. Finally, we
evaluated the impact of each hyperparameter by omitting
one from our optimization set. As demonstrated in Table 6e,
excluding any hyperparameter variably affects the model’s
performance. The re-masking ratios r exhibit a minor in-
fluence on performance, with a 0.28-point increase in FID
when left unoptimized. Conversely, the most significant
impact is observed when the sampling temperature τ1 re-
mains unoptimized, leading to a 2.27-point increase in FID.
These findings indicate the extent of sub-optimality in cur-
rent heuristically designed generation hyperparameters and
may offer valuable insights for developing enhanced gener-

ation strategies in non-autoregressive Transformers.

6. Conclusion
In this paper, we investigated the optimal design of train-
ing and inference strategies for non-autoregressive Trans-
formers (NATs) in image synthesis. Distinct from prior
works, our approach circumvents the reliance on heuristic
rules and manual fine-tuning by embracing a heuristic-free,
automatic approach. This was achieved by formulating the
optimal configuration of training and generation strategies
as a unified hyperparameter optimization problem. We fur-
ther proposed to solve this problem with a tailored alternat-
ing optimization algorithm for rapid convergence. Exten-
sive experiments validated that our method, AutoNAT, sig-
nificantly enhances the performance of NATs and achieves
results comparable to the latest diffusion models while re-
quiring substantially fewer computational resources.
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