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Abstract

Multi-task learning has become increasingly popular in the
machine learning field, but its practicality is hindered by
the need for large, labeled datasets. Most multi-task learn-
ing methods depend on fully labeled datasets wherein each
input example is accompanied by ground-truth labels for
all target tasks. Unfortunately, curating such datasets can
be prohibitively expensive and impractical, especially for
dense prediction tasks which require per-pixel labels for
each image. With this in mind, we propose Joint-Task Reg-
ularization (JTR), an intuitive technique which leverages
cross-task relations to simultaneously regularize all tasks
in a single joint-task latent space to improve learning when
data is not fully labeled for all tasks. JTR stands out from
existing approaches in that it regularizes all tasks jointly
rather than separately in pairs—therefore, it achieves lin-
ear complexity relative to the number of tasks while previ-
ous methods scale quadratically. To demonstrate the valid-
ity of our approach, we extensively benchmark our method
across a wide variety of partially labeled scenarios based
on NYU-v2, Cityscapes, and Taskonomy.

1. Introduction

In recent years, multi-task learning (MTL) has gained pop-
ularity in the field of machine learning. This approach in-
volves training a model to perform multiple related tasks
simultaneously, as opposed to traditional machine learn-
ing methods which train multiple independent models for
each task. By leveraging commonalities across tasks, multi-
task learning has the potential to improve overall perfor-
mance while reducing inefficiencies and redundancies in
the learning process. In particular, dense prediction tasks
such as semantic segmentation and depth estimation have
been particularly promising areas for multi-task learning,
as these tasks typically require large models and signifi-
cant computational resources. Extensive research has been
conducted in various directions to achieve effective multi-
task learning [9, 32, 51, 61], including architecture de-
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Figure 1. An overview of Joint-Task Regularization (JTR) for
multi-task learning with partially labeled samples. JTR “stacks”
predictions and labels, encodes them into a single joint-task latent
space, and minimizes the latent embedding distance. JTR regu-
larizes unlabeled task predictions using the labels of other tasks
jointly in the latent space.

sign [6, 7, 27, 41, 44, 52, 59] and optimization strate-
gies [12, 22, 30, 46, 66, 71]. While these studies have
demonstrated the effectiveness of multi-task learning, their
applicability is limited by data availability. Training multi-
task models requires high quality data, which is often ex-
pensive and time-consuming to acquire.

Collecting data for multi-task learning presents two pri-
mary challenges. The first challenge is the cost of anno-
tating dense labels. For instance, annotating a segmenta-
tion mask for a single image in the Cityscapes dataset took
over 1.5 hours on average [17]. Single task semi-supervised
learning presents a potential solution to this problem—
however, despite extensive research on semi-supervised
learning [4, 25, 43, 47], its application to multi-task learn-
ing remains underexplored. Second, for tasks which in-
volve predicting other modalities from images (such as
depth or surface normal estimation), obtaining data intro-
duces the challenge of sensor alignment and synchroniza-
tion, requiring an expensive sensor fusion system. Build-
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ing a sensor fusion system with high quality calibration
and synchronization is difficult and necessitates special-
ized research. [70]. One way to overcome this problem
is to collect data for various subsets of tasks in a partic-
ular domain and train a model to perform all of the tasks
jointly. However, multi-task learning without fully labeled
data requires dealing with partial supervision, as each data
sample is labeled for different tasks. Previous works have
attempted this form of partial supervision for multi-task
models in multiple ways: for instance, single-task semi-
supervised learning methods regularize models through fea-
ture or output consistency with perturbed inputs for unla-
beled tasks [19, 21, 29, 48, 57]. While these approaches
supplement the lack of supervision, they do not fully utilize
the underlying cross-task relationships which are present in
multi-task learning. To remedy this issue, recent pair-wise
multi-task methods perform regularization across every pair
of labeled and unlabeled tasks [58, 62, 73, 74]. While such
methods have shown promising results, their performance
and poor scalability due to their quadratic complexity leaves
much to be desired.

To this end, we propose a new approach for achiev-
ing data-efficient multi-task learning using partially labeled
data. Our method, Joint-Task Regularization (JTR), en-
codes predictions and labels for multiple tasks into a single
joint-task latent space. The encoded features are then regu-
larized by a distance loss in the joint-task latent space, prop-
agating gradients through all task branches at once. Our ap-
proach has two main advantages: first, information flows
across multiple tasks during regularization with backprop-
agation through a learned encoder, yielding a better met-
ric space than naive spaces such as pixel-wise Euclidean
or cosine distance. Second, our method scales favorably
relative to the numbers of tasks at hand. Unlike previ-
ous methods which regularize tasks in a pair-wise fash-
ion [58, 62, 73, 74], JTR has linear complexity—this gives
JTR a notable advantage in datasets with a large number
of tasks over pair-wise task regularization methods which
scale quadratically.

In our experiments, we demonstrate the effectiveness of
our method on variations of three popular multi-task learn-
ing benchmarks, namely NYU-v2, Cityscapes, and Taskon-
omy. We also conduct additional performance comparisons
and ablation studies to inspect JTR’s key characteristics.

To summarize, our main contributions are as follows:

• We investigate the underexplored problem of label-
efficient multi-task learning with partially labeled data.

• We propose JTR, a model-agnostic technique which in-
troduces a joint-task space to regularize all tasks at once.

• We extensively benchmark JTR on the NYU-v2,
Cityscapes, and Taskonomy datasets to demonstrate its
advantages over the current state-of-the-art.

2. Related Works
Multi-Task Learning Multi-task learning aims to im-
prove models’ performance and generalization capabilities
on individual tasks by exploiting commonalities and in-
terdependencies between tasks through shared representa-
tions. Several methods have been proposed to achieve ef-
fective multi-task learning through architectural modifica-
tions. For example, [6, 11, 15, 44, 52] use multiple task ex-
perts and interconnect them to allow information and rep-
resentation learning to flow across multiple tasks. Mean-
while, [1, 7, 16, 27, 41, 59, 75] adopt a strategy which grad-
ually expands the depth of the model being trained, allow-
ing the network to learn task-specific representations in a
more resource efficient manner. Various other techniques
have been proposed for multi-task learning, including the
attention mechanism [8, 38, 77], knowledge distillation [21,
60, 67], task pattern propagation [78, 79], generative mod-
els [3], and transformers [20, 68, 69]. Another line of work
tackles multi-task learning from an optimization perspec-
tive. Numerous optimization techniques have been pro-
posed: some examples include loss weighting [22, 30, 66],
gradient normalization [12], gradient dropout [13], gradi-
ent surgery [71], Nash Bargaining solutions [46], Pareto-
optimal solutions [35, 45, 54], gradient alignment [55],
and curriculum learning [26, 28]. Recently, with the rise
of large-scale models and the pretrain-finetune paradigm,
adapter-based multi-task finetuning methods [34, 40] have
also been introduced. Although extensive studies have been
conducted on multi-task learning, these methods still re-
quire fully supervised training data which is difficult to ob-
tain in practical scenarios due to high costs.

Partially Labeled Multi-Task Learning The advent of
multi-task learning with partially labeled data has received
limited attention in existing literature. Early works focused
on multi-task learning with shallow models by employing
parameter sharing [37, 76] or convex relaxation [63]. More
recently, several studies have tackled multi-task learning
with missing labels based on deep models. For instance,
Chen et al. [14] propose to use a consistency loss across
complementary tasks such as shadow edges, regions, and
counts to tackle a shadow detection problem by leverag-
ing unlabeled samples. However, this method is limited to
tasks which have explicit connections to each other. Others
have attempted more general multi-task learning with par-
tially labeled data with techniques such as domain discrim-
inators [64] and cross-task regularization by joint pair-wise
task mappings [33]. Furthermore, an orthogonal work by
Borse et al. [5] adds an auxiliary conditional regeneration
objective to MTPSL [33] to improve performance.

Although these approaches address multi-task learning
with partially labeled data, their performance leaves much
to be desired. Additionally, existing methods are often chal-
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lenging to implement in practice and scale poorly to larger
datasets with many tasks. For example, MTPSL [33] in-
corporates FiLM [50] in an effort to offset its quadratic
complexity, but this introduces additional hyperparameters,
architecture-level modifications, and optimizers to the train-
ing process. In this work, we investigate a new avenue for
achieving effective multi-task learning without compromis-
ing on simplicity and scalability.

Cross-Task Relations Given that different visual percep-
tion tasks are often correlated with each other [72, 73], there
is growing interest in exploring cross-task relations [24, 33,
36, 42, 74]. For example, Taskonomy [73] exposes relation-
ships among different visual tasks and models the structure
in a latent space. Cross-task relations have also been ex-
ploited for domain adaptation [49, 53, 74], and cross-task
consistency learning [74] attains better generalization to
out-of-distribution inputs. Saha et al. [53] propose a cross-
task relation layer to encode task dependencies between the
segmentation and depth predictions, and successfully im-
prove model performance in an unsupervised domain adap-
tation setting. Some studies utilize cross-task relations to
improve the performance of a single task [10, 24]. Guizilini
et al. [24] leverage semantic segmentation networks for
self-supervised monocular depth prediction. Cross-task
consistency is also extensively investigated in MTL. Taskol-
ogy [42] designs a consistency loss to enforce the logical
and geometric structures of related tasks, reducing the need
for labeled data. Most relevant to our work, Li et al. [33]
leverage task relations by mapping each task pair to a joint
pair-wise task space for multiple dense prediction tasks on
partially annotated data. In this work, we propose a simple
and scalable approach to perform regularization in a joint-
task space by leveraging implicit cross-task relations.

3. Method
3.1. Definitions

Let M be the set of all task indices {1, · · · ,K} where K
is the number of tasks. We define D as the set of N train-
ing samples for K tasks. For each training image x, let Tx
and Ux be the sets containing indices of tasks which are la-
beled and unlabeled, respectively (such that Tx∪Ux = M).
Let x ∈ R3×H×W denote a H ×W RGB input image in
D, and let its corresponding dense label for task t ∈ M
be denoted by yt ∈ ROt×H×W where Ot is the number of
output channels for task t. As is standard in MTL litera-
ture [12, 30, 54], we seek to fit a common backbone fea-
ture extractor fϕ : R3×H×W → RC×H′×W ′

parameterized
by ϕ where C, H ′, W ′ are the channel, height, and width
of the extracted feature map, respectively (where typically
H ′ < H and W ′ < W ). We also seek to fit multiple task-
specific decoders hψt : RC×H′×W ′ → ROt×H×W , each
separately parameterized by task-specific weights ψt. For

each target task t ∈ M, the model’s prediction can be ex-
pressed as ŷt(x) = hψt◦fϕ(x). We also denote any variable
with detached gradients using ⟨angular brackets⟩.

3.2. Baselines for MTL with Partially Labeled Data

Supervised Multi-Task Learning A naı̈ve way to fit ŷt

for all tasks is to optimize parameters ϕ and ψt for all la-
beled tasks t ∈ Txn for all items xn in the training dataset
D as follows:

min
ϕ,ψ

1

|D|
∑

(x,y)∈D

∑
t∈Tx

1

|Tx|
Lt(ŷt(x), yt) (1)

where Lt is a differentiable loss function for a specific task
t. Here, weights for the backbone feature extractor ϕ are
learned using all labeled images while task-specific weights
ψt for each task t ∈ M are only learned for dataset exam-
ples x which are labeled for task t (t ∈ Tx).

SSL with Consistency Regularization One common
strategy to improve upon naı̈ve supervised learning is to ap-
ply Semi-Supervised Learning (SSL). In particular, Consis-
tency Regularization (CR) is a common method of leverag-
ing data augmentation to encourage models to output con-
sistent predictions across multiple different augmentations
of unlabeled data [19, 29, 48, 57]. More concretely, Eq. 1
is modified as follows:

min
ϕ,ψ

1

|D|
∑

(x,y)∈D


∑
t∈Tx

1

|Tx|
Lt(ŷt(x), yt)

+
∑
t∈Ux

1

|Ux|
Lu(ŷt(A(x)), ŷt(A(x)))


(2)

where Lu is an unsupervised loss function (e.g. L2 loss)
and Ar : R3×H×W → R3×H×W is a function which ap-
plies augmentation to an image x ∈ R3×H×W . We recog-
nize that there are more advanced SSL methods which ex-
ploit task-specific properties such as SSL for semantic seg-
mentation [43, 47] and depth estimation [25] in single-task
learning settings. However, it is commonly understood that
applying pseudo-labeling methods in multi-task settings is
a major challenge because most semi-supervised loss func-
tions are designed based on task-specific properties, and it
is unclear how to effectively combine them when working
with multiple tasks simultaneously [33]. Therefore, follow-
ing previous works, we primarily use Consistency Regular-
ization as the baseline SSL method throughout this work
(for completeness, we also benchmark SSL with pseudo-
labels in Sec. 4.5).

Pair-Wise Task Relations While Eq. 2 indeed incorpo-
rates partially labeled data for training, it does not lever-
age implicit relationships and commonalities between tasks.
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Figure 2. Overview of JTR. We define an input x, a shared feature extractor fϕ, task-specific decoders hψt , and output predictions ŷt.
For labeled tasks, supervised loss (LSL) is applied. Then, predictions (ŷt) are concatenated to form Ŷ , while labels (yt) are concatenated
to form a target tensor Y (using ŷt as a substitute is no label exists). The JTR encoder gθ1 encodes predictions from multiple tasks into
one joint-task latent space. LDist enforces Ŷ ’s latent embedding to be close to that of Y . Gradients from LDist apply to gθ1 and hψt .
Gradients from LRecon apply to gθ1 and gθ2 , preventing gθ1 from learning a trivial solution (i.e. encoding all inputs to a single point).

To exploit such potentially useful task relationships, some
previous works have proposed to learn pair-wise mappings
or construct explicit graph connections between pairs of
tasks [58, 62, 73, 74]. Most relevant to our work is
MTPSL [33] which creates a “mapping space” for each
pair of tasks. Using these task pair-wise mapping spaces,
MTPSL seeks to maximize the similarity of an unlabeled
task prediction “mapped” to a labeled task as follows:

1

|D|
∑

(x,y)∈D

1

|Ux|
∑

s∈Un,t∈Tn

Lct
(
mϑst

s
(ŷt(xn)),

mϑst
t
(yt)

)
(3)

where Lct is the cosine distance function (LCT (a,b) =
1 − a·b

|a||b| ), m is a learned mapping function (typically an
encoder similar to gθ1 ), and each ϑstt is a set of parame-
ters which parameterizes m. MTPSL additionally incorpo-
rates FiLM [50] to reduce number of parameters required
for parameterizing ϑ for each task pair (s, t). However,
because LCT is still computed for task pairs, MTPSL suf-
fers from quadratic complexity and is unable to leverage in-
formation which may arise from relationships among more
than 2 tasks.

3.3. Joint-Task Regularization (JTR)

To remedy the aforementioned issues with pair-wise map-
ping schemes like MTPSL, JTR completely avoids model-
ing task relations in pairs by instead learning a regulariza-
tion space as a single function of all K tasks. More con-
cretely, for each input image x and corresponding label y,
we generate a noisy prediction tensor Ŷx by stacking predic-
tions (ŷt) for all tasks along the channel dimension. Then,
we create a reliable target tensor Yx by stacking labels (yt) if
task t is labeled, using predictions (ŷt) as a substitute when

no label exists for task t. Formally, let Ŷx and Yx be defined
as follows:

Ŷx = [ŷ1x ; . . . ; ŷKx ], Yx = [δ(x, 1) ; . . . ; δ(x,K)]
(4)

where δ(x, t) =

{
ytx t ∈ Tx
ŷtx t /∈ Tx

. The shapes of Ŷx and Yx

are
(∑K

t=1Ot

)
×H×W , whereOt is the number of chan-

nels for task t. Then, we define the JTR encoder-decoder
as g : RC×H×W → RC×H×W = (gθ2 ◦ gθ1). Here,
gθ1 : RC×H×W → RC′×H′×W ′

and gθ2 : RC′×H′×W ′ →
RC×H×W for some C ′. We call the output space of gθ1 the
“joint-task space,” since it represents information about all
tasks at once. In this setup, g forms an auto-encoder archi-
tecture which encodes and reconstructs Yx and Ŷx across the
joint-task space as the bottleneck, preventing the encoder
gθ1 from learning a trivial joint-task space. Now, we can
define a loss term to minimize the distance between Yx and
Ŷx in the joint-task space while also fitting gθ1 and gθ2 :

LJTR =
1

|D|
∑

(x,y)∈D

 LDist(gθ1(Ŷx), gθ1(Yx))
+LRecon(g(⟨Ŷx⟩), ⟨Ŷx⟩)
+LRecon(g(⟨Yx⟩), ⟨Yx⟩)

 (5)

Here, the joint latent distance loss LDist is some distrance
metric (e.g. the cosine distance function LDist(a,b) =
1− a·b

|a||b| ), and LRecon measures the quality of the decoder’s
reconstruction using the task-specific loss functions Lt for
all tasks t ∈ M. We also ⟨detach⟩ the LRecon terms’ gra-
dients to prevent the model from outputting degenerate pre-
dictions to trivialize the reconstruction task. An illustration
of these components of JTR is provided in Fig. 2.

Now, we can sum the supervised loss and the JTR loss
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term from Eq. 5 to get the following optimization objective:

min
ϕ,ψ,θ1,θ2

(LSL + LJTR) (6)

where LSL is the supervised loss in Eq. 1.
Since Yx and Ŷx aggregate predictions and labels for

all tasks into a single representation, JTR’s distance loss
term in the joint-task space propagates gradients to all tasks
jointly. This has both performance and efficiency bene-
fits: for one, JTR is able to leverage relationships which
may arise from non-obvious combinations of tasks, giving
it an advantage over existing methods which only model
inter-task dependencies by pairs [58, 62, 73, 74]. Second,
JTR achieves linear complexity with respect to the number
of tasks, differentiating itself from existing methods which
scale quadratically. As our experiments show in the fol-
lowing section, these benefits allow JTR to perform signifi-
cantly more favorably than existing methods in a variety of
partially labeled multi-task learning settings.

4. Experiments
4.1. Experimental Setup

To benchmark JTR against existing partially labeled MTL
methods, we conduct experiments on three common multi-
task dense prediction benchmarks: namely NYU-v2 [38,
56], Cityscapes [17], and Taskonomy [73]. These public
research datasets are intended for benchmarking purposes,
so each data sample is fully labeled for all tasks. To sim-
ulate more realistic partially labeled scenarios, we follow
[33] in synthetically generating “randomlabels” and “onela-
bel” settings for all three datasets. Throughout our work,
“randomlabels” means each dataset example has a random
number of labels between 1 and at most K − 1 (where K is
the number of tasks), while “onelabel” means each exam-
ple has exactly one label for a randomly chosen task. For
the Taskonomy benchmark, we follow previous works [58]
in training multi-task models on seven tasks: semantic seg-
mentation, depth, surface normals, edge occlusions, reshad-
ing, 2D keypoints, and edge textures. Additionally, we in-
troduce one more partially labeled setting named “halfla-
bels” for the Taskonomy experiment. In “halflabels,” each
dataset sample has 3 or 4 labels out of 7 tasks. This is a more
balanced partially labeled setting than the “randomlabels”
setting, while the mean number of labels in both settings is
the same. The Taskonomy experiments are conducted using
the ‘Tiny’ dataset split.

We base the implementation of JTR (as well as all base-
lines) on the public code repository provided by Li et
al. [23, 33]. Across all experiments, we use SegNet [2]
as the MTL backbone. For JTR, we use the same Seg-
Net architecture as the MTL backbone with only the in-
put and output channel dimensions modified as needed. We
also use the SegNet architecture for the “Direct Cross-Task

Method Seg. ↑ Depth ↓ Norm. ↓ ∆% ↑
fully labeled

Supervised MTL* 38.91 0.5351 28.57 —

onelabel
Supervised MTL* 25.75 0.6511 33.73 +0.000
Consistency Reg.* 27.52 0.6499 33.58 +2.501
Direct Map* [74] 19.98 0.6960 37.56 –13.55
Perceptual Map* [74] 26.94 0.6342 34.30 +1.842
MTPSL [33] 30.40 0.5926 31.68 +11.04
Ours (JTR) 31.96 0.5919 30.80 +13.97

depth-extended “onelabel”
Supervised MTL 23.43 0.6918 39.44 –10.73
Consistency Reg. 23.94 0.6840 40.12 –10.34
MTPSL [33] 33.80 0.4794 37.50 +15.49
Ours (JTR) 33.63 0.4898 31.37 +20.79

randomlabels
Supervised MTL* 27.05 0.6624 33.58 +0.000
Consistency Reg.* 29.50 0.6224 33.31 +5.300
Direct Map* [74] 29.17 0.6128 33.63 +5.060
Perceptual Map* [74] 32.20 0.6037 32.07 +10.80
MTPSL [33] 35.60 0.5576 29.70 +19.66
Ours (JTR) 37.08 0.5541 29.44 +21.92

Table 1. Partially labeled MTL results on NYU-v2. Results
marked * are directly quoted from [33] (see Sec. 6.3 for details).

Mapping” and “Perceptual Cross-Task Mapping” baselines
as formulated by Li et al. [33] and Zamir et al. [74]. We
use cross-entropy loss for semantic segmentation, L1 norm
loss for depth estimation, and cosine similarity loss for sur-
face normal estimation. For the four additional tasks in
the Taskonomy experiment, we use L1-norm loss follow-
ing Standley et al. [58]. Additionally, we apply RandAug-
ment [18] across our experiments. We use mostly identical
hyper-parameters including the learning rate and the opti-
mizer as the code for MTPSL [23, 33] (see Supplementary
Material for more details). For evaluation metrics, we use
mean intersection over union (mIoU), absolute error (aErr),
and mean angle error (mErr) for semantic segmentation,
depth estimation, and surface normal estimation tasks, re-
spectively. For the four additional tasks in Taskonomy, we
use absolute error (aErr). We also report the mean percent-
age “improvement” (relative performance increase or rela-
tive error decrease) of each benchmarked method over the
corresponding multi-task Supervised MTL baseline (aver-
aged across all tasks) as “∆%.”

4.2. Partially Labeled MTL

NYU-v2 We present our results with NYU-v2 under the
“onelabel” and “randomlabels” settings in Tab. 1. We ob-
serve that in both scenarios, JTR convincingly outperforms
existing methods across all three tasks. Note that results
marked * are quoted from [33] to maintain consistency with
results from previous works (for more details, please see our
explanation of “Copied Baselines” in Sec. 6.3).
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Scenario Method Seg. ↑ Depth ↓ ∆% ↑
fully labeled Supervised MTL* 72.70 0.0163 —

onelabel

Supervised MTL* 69.50 0.0186 +0.000
Consistency Reg.* 71.67 0.0178 +3.712
MTPSL [33] 72.09 0.0168 +6.702
Ours (JTR) 72.33 0.0163 +8.219

Table 2. Partially labeled MTL results on Cityscapes. Results
marked * are directly quoted from [33] (see Sec. 6.3 for details).

Cityscapes We evaluate our method on Cityscapes under
the “onelabel” setting in Tab. 2. Similarly to our results
with NYU-v2, JTR outperforms baseline methods across
both segmentation and depth estimation tasks. One point to
note is that the differences in performance between methods
on Cityscapes is less prominent than on NYU-v2, suggest-
ing that Cityscapes is a much less challenging dataset for
partially labeled MTL. Nevertheless, JTR comfortably out-
performs existing methods on all Cityscapes tasks.

Taskonomy We present our results using Taskonomy in
three partially labeled settings in Tab. 3. In this dataset,
consistency regularization, MTPSL and JTR improve upon
naı̈ve Supervised MTL. Notably, the consistency regular-
ization baseline and MTPSL enhance overall performance
but compromise certain tasks to improve others. For exam-
ple, the keypoint detection task suffers from large negative
effects in the ‘onelabel’ scenario. In contrast, JTR enhance
overall performance without large detriments to individual
task performance metrics. Our experiments indicate that
some form of cross-task regularization is essential to pre-
vent models from biasing for or against specific tasks.

JTR’s margins of improvement on Taskonomy, while
noticeable, are not as significant as with NYU-v2 and
Cityscapes. This could be attributed to the larger scale of
the Taskonomy dataset, which enhances the performance of
the supervised baseline. Nonetheless, JTR is more effec-
tive in improving the overall MTL performance under dif-
ferent partially labeled scenarios than the competing meth-
ods. Additionally, our method holds a significant advantage
in terms of computational resource efficiency (further ex-
plained in Sec. 4.5).

4.3. Depth-Extended NYU-v2

In addition to the 795 fully labeled images in multi-task
NYU-v2, there are an additional 47584 samples in the orig-
inal NYU v2 dataset which are only labeled for the depth
estimation task [56, 65]. This is dataset is approximately 60
times larger than the training split of multi-task NYU-v2.
To leverage this additional data, we combine the training
splits of two datasets to curate a new split named “depth-
extended multi-task NYU-v2.” In the context of our experi-
mental setup, this is equivalent to the “onelabel” scenario—

therefore, we can leverage this extra data by simply extend-
ing the “onelabel” split. This setup puts each method’s re-
silience to task imbalance to the test.

Our results are presented in Tab. 1 alongside the NYU-
v2 “onelabel” results for direct comparison. We can notice
that the inclusion of extra depth data has a negative effect
on Supervised MTL and Consistency Reg. across all tasks
(including depth estimation), highlighting the brittleness of
naı̈ve training to task imbalances. For MTPSL and JTR,
both outperform their standard “onelabel” counterparts in
the segmentation and depth tasks, with MTPSL having a
slight edge. However, MTPSL performs very poorly in the
surface normal estimation task while JTR maintains com-
parable performance, yielding a significantly better overall
∆% score. These results show that JTR is highly resilient
in scenarios with task imbalances (even without additional
task-weighting tricks), underscoring the stability and prac-
ticality of our approach.

4.4. Partially (Un)labeled MTL

To further test JTR’s capabilities under diverse partial label
settings, we generate variants of NYU-v2 and Cityscapes
in which a portion of the dataset is randomly chosen to be
completely unlabeled, and the remainder is labeled follow-
ing the aforementioned “randomlabels” or “onelabel” con-
figurations. To enable effective learning learning in these
settings, we simply apply consistency regularization in the
joint-task latent space when no labels are available. We im-
plement this by making a small modification to Eq. 5 for
completely unlabeled samples (i.e. when |Tx| = 0):

LDist(gθ1(Ŷx), gθ1(Yx)) → LDist(gθ1(ŶA(x)), gθ1(YA(x)))

For both datasets, we created 30% unlabeled, 50% un-
labeled, and 70% unlabeled data splits. The labeled por-
tion of the data is kept consistent with the “randomla-
bels” and “onelabel” scenarios from NYU-v2 “randomla-
bels” and Cityscapes “onelabel,” respectively. All hyperpa-
rameters are kept constant across all unlabeled ratios.

NYU-v2 Results are shown in Tab. 4. In these experi-
ments, all three benchmarked methods improve upon naı̈ve
Supervised MTL across all label scenarios. However, JTR
consistently outperforms baseline methods across all tasks.
Some baselines nearly match JTR in specific tasks—for ex-
ample, while the difference in depth aErr between MTPSL
and JTR in the 70% unlabeled experiment is marginal, JTR
handily outperforms MTPSL in the segmentation and nor-
mal estimation tasks. Thanks to this ability to better bal-
ance multiple tasks, JTR obtains the best overall ∆% score.
One notable trend is that the ∆% score improvement of JTR
becomes more pronounced as the level of supervision de-
creases. This indicates that JTR is effectively taking advan-
tage of its access to unlabeled data to maximize learning.
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Scenario Method ∆Seg.% ∆Depth% ∆Norm.% ∆Occl.% ∆Resh.% ∆KeyP.% ∆Text.% ∆% ↑

onelabel
Consistency Reg. +0.080 +6.106 +4.957 +1.124 +3.905 –8.723 +17.63 +1.567
MTPSL [33] +0.646 +4.172 +6.201 +0.829 +7.540 –11.75 +23.94 +1.973
Ours (JTR) +0.381 +8.477 +6.236 +1.076 +6.223 –1.222 +35.03 +3.512

randomlabels
Consistency Reg. –0.058 +8.438 +1.218 +0.531 +4.460 +6.622 +14.86 +2.254
MTPSL [33] +0.311 +17.70 +2.355 +1.349 +10.08 –20.68 +9.771 +1.261
Ours (JTR) +0.193 +12.14 +9.061 +2.030 +9.740 +1.955 +30.40 +4.095

halflabels
Consistency Reg. +0.578 +4.173 +5.884 +1.252 +4.493 +11.43 +9.415 +2.326
MTPSL [33] +0.656 +7.723 +10.49 +2.496 +9.100 +0.552 +19.55 +3.160
Ours (JTR) +0.776 +11.05 +13.28 +3.055 +10.98 +9.442 +32.62 +5.075

Table 3. Partially labeled MTL results on Taskonomy. Scores are relative percentage improvements over the “Supervised MTL” baseline.

Method Seg. ↑ Depth ↓ Norm. ↓ ∆% ↑
70% randomlabels + 30% unlabeled

Supervised MTL 26.36 0.6574 33.02 +0.000
Consistency Reg. 29.89 0.6136 31.93 +7.785
MTPSL [33] 31.92 0.6071 31.59 +11.03
Ours (JTR) 32.20 0.5912 31.01 +12.77

50% randomlabels + 50% unlabeled
Supervised MTL 23.68 0.6988 35.00 +0.000
Consistency Reg. 25.16 0.6543 32.54 +6.549
MTPSL [33] 28.18 0.6393 33.04 +11.04
Ours (JTR) 28.69 0.6268 31.52 +13.80

30% randomlabels + 70% unlabeled
Supervised MTL 18.57 0.7288 37.49 +0.000
Consistency Reg. 20.60 0.7135 34.81 +6.727
MTPSL [33] 23.33 0.6952 34.81 +12.46
Ours (JTR) 24.05 0.6945 34.25 +14.29

Table 4. Partially labeled multi-task learning results on NYU-v2.
Results marked * are directly quoted from [33].

Scenario Method Seg. ↑ Depth ↓ ∆% ↑

70% onelabel,
30% unlabeled

Supervised MTL 69.62 0.0180 +0.000
Consistency Reg. 69.65 0.0171 +2.522
MTPSL [33] 71.48 0.0169 +4.391
Ours (JTR) 71.07 0.0161 +6.319

50% onelabel,
50% unlabeled

Supervised MTL 67.56 0.0196 +0.000
Consistency Reg. 69.23 0.0174 +6.848
MTPSL [33] 70.30 0.0174 +7.640
Ours (JTR) 69.76 0.0167 +9.026

30% onelabel,
70% unlabeled

Supervised MTL 64.65 0.0217 +0.000
Consistency Reg. 66.43 0.0187 +8.289
MTPSL [33] 68.09 0.0187 +9.573
Ours (JTR) 67.75 0.0179 +11.15

Table 5. Partially labeled MTL results on Cityscapes. Results
marked * are directly quoted from [33].

Cityscapes Results are shown in Tab. 5. We observe
a similar trend with Cityscapes—JTR nearly matches
MTPSL’s segmentation mIoU while vastly surpassing all
existing methods in depth estimation, and it achieves the
highest overall ∆% score across every label scenario. While

Method SegNet ResNet-50
Time ↓ VRAM ↓ Time ↓ VRAM ↓

MTPSL [33] 8h 20m 17.5GiB 17h 40m 21.5GiB
Ours (JTR) 9h 00m 17.5GiB 10h 50m 16.2GiB

Table 6. Time and VRAM requirements for training on NYU-v2
using a fixed batch size of 4 on an NVIDIA A100 for 300 epochs.
See Supplementary Material for more details and results for the
ResNet-50 experiment.

Method Cityscapes Taskonomy
Time ↓ VRAM ↓ Time ↓ VRAM ↓

MTPSL [33] 22h 10m 14.4GiB 223h 10m 34.4GiB
Ours (JTR) 23h 45m 19.2GiB 105h 00m 23.9GiB

Table 7. Time and VRAM requirements for training on Cityscapes
and Taskonomy using SegNet on an NVIDIA A100, with 300 and
20 epochs respectively and batch sizes 16 and 8 respectively.

satisfactory, we believe our results in Cityscapes can be fur-
ther improved by adjusting several parameters to suit the
reduction in available data. However, we refrain from vary-
ing any hyperparameters as the results already sufficiently
demonstrate the efficacy of our approach.

4.5. Additional Results

Computational Costs The computational cost of JTR
is dependent on number of tasks and the size of the en-
coder/decoder used to learn the joint-task latent space.
For small-scale datasets such as NYU-v2 (3 tasks) and
Cityscapes (2 tasks), JTR consumes the same or more re-
sources than MTPSL (Tab. 6, Tab. 7). However, this is due
to the “upfront” cost of having the extra encoder/decoder
for learning the joint-task latent space. When scaling up
to realistic scenarios like Taskonomy (7 tasks), JTR gains a
monumental advantage over MTPSL in total training time
and VRAM usage (Tab. 7). Furthermore, JTR uses less re-
sources than MTPSL when using more typical model archi-
tectures like ResNet-50 rather than SegNet (Tab. 6). This
gap can be explained by MTPSL’s use of layer-wise FiLM
transformations [50], which requires more VRAM for more
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Method Seg. ↑ Depth ↓ Norm. ↓ ∆% ↑
NYU-v2 “randomlabels”

Supervised MTL 27.05 0.6624 33.58 +0.000
MTPSL w/o reg. [33] 33.51 0.5767 34.00 +11.86
MTPSL w/ reg. [33] 35.60 0.5576 29.70 +19.66
JTR w/o LRecon 35.89 0.5746 32.96 +15.93
JTR w/ LRecon 37.08 0.5541 29.44 +21.92

Cityscapes “onelabel”
Supervised MTL 69.50 0.0186 — +0.000
MTPSL w/o reg. [33] 72.27 0.0168 — +6.832
MTPSL w/ reg. [33] 72.09 0.0168 — +6.702
JTR w/o LRecon 71.78 0.0166 — +7.017
JTR w/ LRecon 72.33 0.0163 — +8.219

Table 8. Ablation study investigating the role of LRecon.

complex network architectures. We further elaborate on
these results in the Supplementary Material.

Reconstruction Loss We now present an ablation study
on the role of the LRecon term which prevents gθ1 from
learning a trivial encoding scheme (i.e. mapping all inputs
to a single point) in Tab. 8. As expected, JTR performs
more favorably with the inclusion of the LRecon term. How-
ever, it is worth noting that JTR without LRecon still out-
performs both naı̈ve Supervised MTL and MTPSL. This
indicates that gθ1 can manage to learn a useful joint-task
space even without LRecon, and it is consistent with exper-
iments from MTPSL [33] which show that pair-wise task
mapping still outperforms naı̈ve Supervised MTL even if
the mapping function is not explicitly regularized to prevent
trivial solutions (also included in Tab. 8). Given the addi-
tional computational costs of LRecon (forward and back-
ward passes through the decoder gθ2 ) and the generally sat-
isfactory performance of JTR without LRecon, omitting this
term and relying solely on gθ1 may be worth considering
when under severe computational resource limitations.

Teacher-Student Pseudo-Labeling Baseline In Sec. 3.2,
we claim that consistency regularization is a reasonable
choice for the baseline semi-supervised MTL method in our
experiments, since combining single-task pseudo-labeling
techniques for MTL is itself a major challenge [33]. How-
ever, for completeness, we also conduct an experiment with
the MuST pseudo-labeling framework [21].

MuST is a two-step approach which uses task-specific
teacher models and a multi-task student model. When first
training the K teacher models, MuST uses only labeled
samples and performs Single-Task Learning (STL). Then,
a student model is trained with pseudo-labels generated by
the teacher models for unlabeled tasks. Therefore, MuST
performs poorly when labeled portions of the dataset are too
small to train good teacher models for each task. This effect
can be seen in the Tab. 9: both MTPSL and JTR outper-

Method Seg. ↑ Depth ↓ Norm. ↓ ∆% ↑
Supervised MTL* 27.05 0.6624 33.58 +0.000
Consistency Reg.* 29.50 0.6224 33.31 +5.300

MuST STL Teachers [21] 24.73 0.7278 29.78 –2.378
MuST MTL Student [21] 30.80 0.6185 31.82 +8.577

MTPSL [33] 35.60 0.5576 29.70 +19.66
Ours (JTR) 37.08 0.5541 29.44 +21.92

Table 9. Benchmarks with MuST [21] on NYU-v2 “randomlabel.”
Results marked * are directly quoted from [33].

form MuST because the underlying STL teacher models for
MuST have subpar performance. Extrapolating from these
results, we can infer that MuST’s performance is likely less
than the performance of MTPSL [33] in most benchmarks.

5. Discussion

Limitations In this work, we investigate multi-task learn-
ing in the context of dense prediction tasks. However, ap-
plying JTR to MTL models for heterogeneous tasks, i.e. a
combination of instance-level classification, regression, and
pixel-level dense prediction tasks, may not be straightfor-
ward. Extending JTR to arbitrary types of output domains
would be an interesting future research direction. Addition-
ally, our experiments are conducted using single-domain
data; however, in practical scenarios of MTL with partially
labeled data, a more realistic and efficient approach would
involve combining existing datasets from heterogeneous
domains. This presents a greater challenge as the model
needs to address both missing labels and domain gaps, but
if successful, this may diversify the applicability of MTL.
Lastly, JTR does not take advantage of prior knowledge
which can be manually modeled in some datasets. Rem-
edying these limitations may bring further improvements.

Conclusion In this paper, we propose and demonstrate
the effectiveness of applying Joint-Task Regularization
(JTR) for multi-task learning with partially labeled data.
JTR implicitly identifies cross-task relations through an
encode-decode training process and uses this knowledge to
regularize the MTL model in a joint-task space. Using vari-
ants of NYU-v2, Cityscapes, and Taskonomy, we compre-
hensively showcase the efficacy and efficiency of JTR in
comparison to existing methods across a wide range of par-
tially labeled MTL settings. We believe that JTR is a sig-
nificant step forward in achieving data-efficient multi-task
learning, and we hope that our contributions are helpful for
future applications of MTL.
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