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Abstract

Data privacy is of great concern in cloud machine-

learning service platforms, when sensitive data are exposed

to service providers. While private computing environments

(e.g., secure enclaves), and cryptographic approaches (e.g.,

homomorphic encryption) provide strong privacy protec-

tion, their computing performance still falls short compared

to cloud GPUs. To achieve privacy protection with high

computing performance, we propose Delta, a new private

training and inference framework, with comparable model

performance as non-private centralized training. Delta
features two asymmetric data flows: the main information-

sensitive flow and the residual flow. The main part flows

into a small model while the residuals are offloaded to a

large model. Specifically, Delta embeds the information-

sensitive representations into a low-dimensional space while

pushing the information-insensitive part into high-dimension

residuals. To ensure privacy protection, the low-dimensional

information-sensitive part is secured and fed to a small

model in a private environment. On the other hand, the resid-

ual part is sent to fast cloud GPUs, and processed by a large

model. To further enhance privacy and reduce the communi-

cation cost, Delta applies a random binary quantization

technique along with a DP-based technique to the residuals

before sharing them with the public platform. We theoret-

ically show that Delta guarantees differential privacy in

the public environment and greatly reduces the complexity

in the private environment. We conduct empirical analy-

ses on CIFAR-10, CIFAR-100 and ImageNet datasets and

ResNet-18 and ResNet-34, showing that Delta achieves

strong privacy protection, fast training, and inference with-

out significantly compromising the model utility.

1. Introduction
In the current machine learning (ML) era, cloud ML services
with high-end GPUs have become indispensable. On the
other hand, ensuring data privacy is one of the most critical

*R.E. Ali was with the University of Southern California.

challenges in the ML platforms. During training, privacy
breaches may occur if training data is exposed to ML service
providers, increasing vulnerability to potential attacks. Ad-
ditionally, users’ inference queries can also be susceptible
to attacks when accessing ML services with sensitive data
[36, 44]. In particular, an untrusted ML platform can cache,
learn, and leak queries without users’ awareness [45].

Related Works Overview. While prior privacy-
preserving machine learning (PPML) frameworks [1, 7, 35,
39, 42, 51] mitigate privacy concerns in training and infer-
ence, they also come with different tradeoffs. Differential
privacy (DP) based methods perturb the data before outsourc-
ing to an untrusted cloud [38, 61] to ensure privacy, but they
usually result in degraded model utility even under moderate
privacy constraints [8]. On the other hand, crypto-based tech-
niques [39, 51], that provide data protection with encryption
schemes, have not yet proved efficient and scalable to large
models due to their prohibitive complexities.

PPML with private environments (e.g., trusted execution
environments (TEEs), local environments) presents a promis-
ing solution by physically isolating the running computing
environments. Such private environments are, however, usu-
ally resource-constrained compared to public cloud services
with high-end GPUs, resulting in lower computing perfor-
mance [19, 47]. However, the prior works based on leverag-
ing these private environments along with the public GPUs
also incur high complexity [20, 40, 41, 55]. One reason for
these methods being inefficient is the heavy communication
between the private and the public environments.

Proposed Solution Overview. In this paper, we con-

sider a private training and inference setting where users can

access both private and public environments, as shown in
Figure 1a. We propose a new private training and inference
framework, Delta, that achieves strong privacy protection
with high model utility and low complexity. The core idea of
Delta originates from an observation that the intermediate
representations (IRs) in ML models exhibit an asymmetric

structure. Specifically, the primary sensitive information
is usually encoded in a low-dimensional space, while the
high-dimensional residuals contain very little information.
Inspired by such an observation, we design a two-way train-

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

12353



Private

Env

Public

Env

Private

Public

(a) Problem Setup.

Mbb Decompose Mmain

lo
g
its Add SoftMax Pred

IR
main

+

Quant

Mres

lo
g
its

noise

IRres

IRquant

Private (TEEs, local env)

Public (cloud GPUs)

(b) An overview of Delta.

Figure 1. Overview of Delta: the backbone Mbb acts as a feature extractor. The features are decomposed into low-dimensional (information-sensitive)
and high-dimensional (residual) parts: IRmain and IRres. IRmain is fed to a small model Mmain, while IRres are outsourced to a large model Mres. Mbb and
Mmain run in a resource-constrained private environment, whereas Mres is offloaded to a public environment while ensuring privacy through a DP scheme.
While only the forward pass is shown, backpropagation is also private (See Sec 4.4).

ing framework that respectively learns low-dimensional but
information-sensitive features IRmain with a small model
Mmain, and learns the high-dimensional residuals IRres with
a large model Mres, as illustrated in Figure 1b. Given a
model, Delta selects a few front layers as a backbone
(Mbb) for extracting features and generating intermediate
representations. Delta uses singular value decomposi-
tion (SVD) and discrete cosine transformation (DCT) to
extract the low-dimensional information-sensitive represen-
tation IRmain and the residuals IRres. We design a new
low-dimensional model (Mmain) to learn the information-
sensitive IRmain. While Mbb and Mmain run in a private
environment, the rest of the model (Mres) learns residuals
in a public environment. Delta further applies DP pertur-
bation and binary quantization on the residuals, leading to
further privacy protection and a communication reduction.
Owing to the asymmetric structure in IR, Delta guarantees
differential privacy on IRres with much smaller noise added
compared to the naive scheme that directly adds noise to IR
(naive-DP), leading to much-improved model utility. In both
training and inference phases, Delta ensures that only the
residual part is public, while the information-sensitive part
is secured in private environments.

Delta is a generic PPML solution that can be flexibly
deployed in several scenarios. For instance, in a cloud ML
platform with private TEEs and public GPUs [5, 6], Mbb
and Mmain can run inside TEEs to preserve privacy, while
Mres runs in GPUs to speed up the computations. In general
distributed settings, Delta can let clients train Mbb and
Mmain locally, while a cloud server performs side training
with Mres. In summary, our contributions are as follows.

1. We propose a PPML framework for training and in-
ference with a much-improved privacy-utility trade-off com-
pared to the naive-DP methods, a low computing complexity
in the private environments and a low communication cost.

2. We design an asymmetric decomposition layer that
extracts the low-dimensional information-sensitive represen-
tations using SVD and DCT, and design a low-complexity
model for resource-constrained computing environments.

3. We provide a formal differential privacy analysis for
the proposed framework. In addition, we show empirically
that Delta provides strong privacy protection against model
inversion and membership inference attacks.

4. We conduct comprehensive evaluations, showing that
Delta leads to a better privacy-utility trade-off than the
naive DP-based method that directly adds noise to IR. Specif-
ically, under the same privacy budget, Delta improves the
accuracy by up to 31%. Moreover, Delta greatly reduces
the running time compared to other PPML solutions.

2. System Model
We start by describing the problem setting, the threat model,
and our notations.

Problem Setting. We consider a setting where users
have private resource-constrained environments (e.g., cloud
TEEs, local CPUs/GPUs), but they can also access public,
untrusted, and high-end services (e.g., cloud GPUs) to ac-
celerate training and inference. The goal is to protect users’
training and inference data, while maintaining computing
performance and high model utility. Note that this setting
differs from DP-SGD [1, 30, 60], where the goal is to protect
the training data from attacks on gradients or models.

Threat Model. Our threat model is similar to the model
considered in prior works leveraging private environments
[41, 47, 55]. Specifically, we assume that the private environ-
ment is protected against all untrusted, unauthorized access
to data and models inside. However, denial-of-service and
side-channel attacks are out of our scope. On the other hand,
the untrusted, public environment is semi-honest (honest-
but-curious). That is, the untrusted public server follows the
training and inference protocol faithfully but may attempt to
learn as much as possible from what it receives.

Remark 1. While we only consider the semi-honest model
in our work, verifiable computing techniques [3, 18, 52] can
be incorporated to enhance Delta against malicious parties.

Notations. We denote tensors by capital bold letters as
X, matrices by capital letters as X , and vectors by small
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bold letters as x. X i denotes a tensor slice X(i, :). k.kF
denotes the Frobenius norm or in general the square root of
the sum of squares of elements in a tensor. “·” denotes matrix
multiplication or in general batch matrix multiplication. “~”
denotes a convolution operation. X⇤ indicates a transpose.

3. Asymmetric Structure in IRs
We first observe that intermediate representations (IRs) in
neural networks (NNs) exhibit highly asymmetric structures
in multiple dimensions. These asymmetric structures are
essential for an asymmetric decomposition that embeds the
privacy-sensitive information into low-dimensional space.

3.1. Asymmetric Structure in Channel Dimension
In NNs such as convolutional neural networks (CNNs), each
layer’s input and output consists of multiple channels, de-
noted as X 2 Rc⇥h⇥w, where c is the number of channels
and h and w denote the height and the width.

We analyze the channel correlation by first flattening X

as X 2 Rc⇥hw and then performing singular value decom-
position (SVD) on the flattened tensor X as

X =
cP

i=1
si · ui · v⇤

i ,

where si is the i-th singular value, ui 2 Rc and vi 2 Rhw

are the i-th left and right singular vectors, respectively. We
reshape vi to the original dimensions as a principal channel

V i 2 Rh⇥w, and ui as a tensor Ui 2 Rc⇥1⇥1.
We then obtain a low-rank representation of X as follows

Xlr =
rP

i=1
si · Ui · V i,

where r denotes the number of principal channels in Xlr 2
Rc⇥h⇥w. Figure 2a shows the normalized error kX�Xlrk

kXk
ver-

sus r after the first convolutional layer in ResNet-18 (based
on ImageNet). We observe that Xlr with a small r is suffi-
cient to approximate X. That is, most information in X can
be embedded into Xlr in a low-dimensional space. We notice
that 3LegRace [41] also investigated such a property. How-
ever, unlike 3LegRace, we leverage the low-rank property
to design a new low-complexity model (See Sec. 4.3).

3.2. Asymmetric Structure in Spatial Dimension
The asymmetric structure of the IR also exists over the spatial
dimension due to correlations among pixels in each chan-
nel X i 2 Rh⇥w. We use discrete cosine transform (DCT)
to analyze the spatial correlation. Specifically, we obtain
frequency components using t⇥ t block-wise DCT [25] as,

Ci = DCT(X i, T ) =
�

Ci
k,j = T · X i

k,j · T ⇤
 h/t,w/t

k,j=1
,

where Ci
k,j 2 Rt⇥t,X i

k,j = X i( kt � t : kt, jt � t : jt )

and T 2 Rt⇥t is the DCT transformation matrix. Ci 2

Rh⇥w is obtained by simply concatenating Ci
k,j for k 2

1, ..., h/t, j 2 1, ..., w/t. Then, we obtain a low-frequency
representation, X i

lf, using inverse t0 ⇥ t0 block-wise DCT as,

X i
lf = IDCT(Ci

lf, Tlf) =
�

X i
lf,k,j = T ⇤

lf · Ci
lf,k,j · Tlf

 h/t,w/t

k,j=1
,

where t0 < t, X i
lf 2 Rh

t t
0
⇥

w
t t0 , Ci

lf,k,j = Ci
k,j(0 : t0, 0 : t0),

and Tlf 2 Rt0⇥t0 is the DCT matrix. Note that t02 represents
the number of low-frequency components in X i

lf,k,j .
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(b) Error of the low-frequency approximation vs. (t0/t)2 ⇥ 100%.

Figure 2. Asymmetric structures along channel and spatial dimension
(based on ResNet-18 on ImageNet). Most information in X can be embed-
ded into low-rank and low-frequency representations.

Owing to the spatial correlation, Xlf can sufficiently ap-
proximate X using a few low-frequency components. Fig-
ure 2b shows the error kX�Xlfk

kXk
versus the number of low-

frequency components in Xlf after the first convolution layer
in ResNet-18. We can also observe that most information in
X can be embedded into Xlf with low-frequency components.

The asymmetric structure also exists in other tasks, such
as language models (See Appendix 10.1). Observing the
asymmetric structures in different dimensions, we aim to de-
sign an asymmetric learning framework that learns privacy-
sensitive low-dimensional IR with a low-complexity model
in a private environment, while sending residuals to a larger
model trained on an untrusted platform.

4. Delta: Private Asymmetric Learning
Overview. At a high level, as shown in Fig. 1, given a
model, Delta keeps the first few layers in a private en-
vironment as a backbone model Mbb and a main model
Mmain. Delta then offloads all remaining layers to a
public environment as residual model Mres. Specifically,
Delta uses the backbone model Mbb as a feature extrac-
tor to compute intermediate representations (IRs). Delta
then asymmetrically decomposes the IRs, obtaining a low-
dimensional information-sensitive part (IRmain) and residuals
IRres. Delta designs a new low-dimensional model Mmain
for IRmain to reduce computation complexity in the private
environment. On the other hand, the residuals IRres are

12355



perturbed and quantized before being outsourced to the un-
trusted public environment that hosts Mres. At last, output
logits from Mmain and Mres are added in the private environ-
ment, leading to the final predictions. These final predictions
are not disclosed to the public environment. Hence, during
training and inference, Delta allows only minimal residual
information to be leaked to the public environment.

4.1. Asymmetric IR Decomposition
As observed in Section 3, IRs after Mbb exhibit asymmetric
structures in multiple dimensions. Hence, we can decom-
pose IRs such that most information is encoded in the low-
dimensional IR denoted as IRmain.
Singular Value Decomposition (SVD). Given an IR X 2
Rc⇥h⇥w obtained from the backbone model Mbb, we first
apply SVD as explained in Sec. 3.1 to obtain the principal
channels

�
V i 2 Rh⇥w

 c

i=1
and the corresponding coeffi-

cients
�

Ui 2 Rc⇥1⇥1
 c

i=1
. We then select the r most prin-

cipal channels as a low-rank representation of X as in Sec.
3.1. The rest of the channels are saved as SVD residuals as

XSVD res = X � Xlr =
cX

i=r+1

si · Ui · V i. (1)

Discrete Cosine Transform (DCT). After the decompo-
sition along channels, we further decompose V i over the
spatial dimension using DCT.
Specifically, for each principal channel V i, we first obtain the
frequency-domain coefficients as Ci = DCT(V i, T ). Then,
we only use the low-frequency component to reconstruct a
representation as V i

lf = IDCT(Ci
lf, Tlf) 2 Rh

t t
0
⇥

w
t t0 as in

Sec 3.2. Ci
lf has a reduced dimension and keeps only top-

left low-frequency coefficients in Ci (as shown in Figure 3).
Tlf 2 Rt0⇥t0 corresponds to DCT transformation matrix with
reduced spatial dimension. The rest of the high-frequency
components are saved as DCT residuals as

V i
DCT res = IDCT(Ci

res, T ), (2)

where Ci
res denotes Ci with zeros on the top-left corner.

After SVD and DCT, we obtain the privacy-sensitive low-
dimensional features as

IRmain =
rX

i=1

si · Ui · V i
lf . (3)

On the other hand, the residuals to be offloaded to the un-
trusted public environment are given as

IRres = X � IRmain = XSVD res + XDCT res

=
cX

i=r+1

si · Ui · V i +
rX

i=1

si · Ui · V i
DCT res.

(4)

IRres is further normalized as

IRres,norm = IRres/max(1, kIRresk2 /C), (5)

where C is a scaling parameter for `2 normalization. The
normalization is necessary to bound sensitivity for DP. For
simplification, we denote the normalized residuals as IRres.

Hence, IRmain has fewer principal channels and smaller
spatial dimensions but contains most information in IR. The
non-principal channels and high-frequency components, on
the other hand, are saved in IRres. IRmain and IRres are then
respectively fed into a small model Mmain in a private envi-
ronment and a large model Mres in a public environment.

4.2. Residuals Perturbation and Quantization
While the low-dimensional representation IRmain has the
most important information in the IR, IRres might still con-
tain some information such as a few high-frequency compo-
nents. Furthermore, as the communication from a private en-
vironment (e.g., TEEs) to a public environment (e.g., GPUs)
is usually slow, sending floating-point high-dimensional
residuals can significantly increase the communication over-
head and prolong the total running time.

In this section, we perturb IRres with a Gaussian mech-
anism and then apply binary quantization on the perturbed
IRres to reduce the inter-environment communication cost.
Given a DP budget ✏, we consider the Gaussian mechanism,
and compute the corresponding noise parameter � (See Sec-
tion 5). For each tensor IRres, we generate a noise tensor
N 2 Rc⇥h⇥w ⇠ N (0,�2 ·I), and add it to IRres in the private
environment. With noisy residuals, IRnoisy=IRres + N, we
apply a binary quantizer as follows

IRquant = BinQuant(IRnoisy) =

(
0 IRnoisy < 0,

1 IRnoisy � 0.
(6)

As a result, the tensor to be offloaded to the public en-
vironment is a binary representation of the residuals. Com-
pared to floating-point values, such a binary representation
reduces communication by 32⇥. Owing to the asymmet-
ric decomposition, the values in IRres are usually close to
zero. Hence, a small noise is sufficient to achieve strong pri-
vacy protection (See formal analysis in Section 5). Further
ablation studies can be found in Section 9.3.

4.3. Model Design for Low-Dimensional IRmain

Knowing that IRmain has a low-rank as given in Equation (3),
in this section, we show that developing an efficient Mmain
with low computation complexity is attainable.

In linear layers such as convolutional layer, low-rank in-
puts lead to low-rank outputs [41]. Assuming inputs and
outputs have rank r and q, we split the convolution layer
into two sub-layers as shown in Figure 4 (right). The first
layer has q (k ⇥ k) kernels to learn the principal features,
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Figure 3. The asymmetric IR decomposition is shown (See Figure 1 for the whole pipeline). We use SVD and DCT to encode channel and spatial information
into a low-dimensional representation, and offload the residuals to public environments. The low-dimensional IRmain has fewer channels and smaller sizes but
still encode most sensitive information. The residuals IRres have the same dimension as the original IR.

Conv: c, k ⇥ k

Input: rank r

Output: rank q

Complexity: O(nck2)

W

Conv: q, k ⇥ k

Conv: n, 1 ⇥ 1

Input: rank r

Output: rank q

Complexity: O(qck2 +nq)

W (1)

W (2)

Figure 4. Model design for the low-dimensional IRmain. Knowing the
rank in data, the number of channels in convolution layers can be reduced,
leading to a reduction in computation complexity.

whereas the second layer has c (1⇥ 1) kernels to combine
the principal channels. We further add a kernel orthogo-
nality regularization [59] to the first layer to enhance the
orthogonality of the output channels.

Such a design comes with fundamental reasoning. Theo-
rem 1 shows that, with knowledge of the ranks of inputs and
outputs in a convolutional layer, it is possible to optimize
a low-dimensional layer as in Figure 4 (right) such that it
results in the same output as the original layer.

Theorem 1. For a convolution layer with weight W 2
Rn⇥c⇥k⇥k

with an input X with rank r and output Y with

rank q, there exists an optimal W
(1) 2 Rq⇥c⇥k⇥k,W(2) 2

Rn⇥q⇥1⇥1
in the low-dimensional layer such that the output

of this layer denoted as Y
0

satisfies

min
W(1),W(2)

���Y � Y
0
��� = 0. (7)

The proof is deferred to Appendix 8.1.

Remark 2. While the low-dimensional layer in Figure 4
(right) shares similar architecture as low-rank compression
methods [23, 24, 63], low-rank compression inevitably in-
curs information loss in outputs. However, the layer in
Figure 4 (right) can theoretically preserve all information
given low-rank inputs and outputs.

4.4. Private Backpropogation
While the asymmetric IR decomposition together with the
randomized quantization mechanism ensures privacy in for-
ward passes, information of IRmain can still be leaked through
backpropagation on logits. In this section, we further pro-

pose a private backpropagation that removes the logits of
Mmain from the gradients to Mres.

In detail, the gradients to Mmain are calculated through
a standard backpropagation algorithm that uses logits from
both Mmain and Mres. While gradients to Mres are calcu-
lated solely using Mres logits. Hence, the logits from Mmain
will not be revealed to the outside. Specifically, given the out-
put logits from Mmain and Mres: zmain and zres, we compute
Softmax for i-th label Mmain and Mres as

Mmain : otot(i) = ezmain(i)+zres(i)/
XL

j=1
ezmain(j)+zres(j),

Mres : ores(i) = ezres(i)/
XL

j=1
ezres(j),

where L denotes the number of labels in the current task.
Following the backpropagation in Softmax, we compute
gradients to Mmain and Mres: gmain, gres, as

gmain = otot � y, gres = ores � y,

where y denotes one-hot encoding for labels.
With the separate backpropagation on gradients, Mmain

avoids revealing its logit to Mres, while still using Mres’s
logits for its own backpropagation.

4.5. Training Procedure
The model training using Delta consists of two stages.
Stage 1. We train the backbone, Mbb, and the main model,
Mmain, with IRmain only. IRres is ignored and not shared
with the public. Therefore, there is no privacy leakage at
this stage, as all data and model parameters are kept in the
private environment. After stage 1, we cache all residual
data IRres from SVD and DCT decomposition, and apply the
randomized quantization mechanism once on IRres.
Stage 2. We freeze the backbone model, Mbb, and continue
to train the main model, Mmain, and the residual model,
Mres. As Mbb is frozen, we directly sample residual inputs
for Mres from the cached residual data. While for Mbb and
Mmain, we fetch data from the raw datasets, apply SVD and
DCT decomposition, and send IRmain to Mmain.
The training procedure is provided in algorithm 1.

5. Privacy Analysis
This section provides the differential privacy analysis for
Delta. As the backbone model Mbb, the low-dimensional
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Algorithm 1 Delta training procedure
Require: ep1: #epochs at stage 1, ep2: #epochs at stage 2
Require: ✏: privacy constraint

1: Initialize Mbb, Mmain, Mres
2: for t = 1, · · · , ep1 do
3: for a batch from the dataset do
4: Train Mbb and Mmain.
5: Freeze Mbb and cache all residual data IRres.
6: Apply the randomized quantization based on Eq (6).
7: for t = 1, · · · , ep2 do
8: for a batch from the dataset, cached residuals do
9: Train Mmain and Mres.

model Mmain and final predictions remain private, the only
public information are the residuals and the residual model
Mres at stage 2 during training. Therefore, we analyze the
privacy leakage of the perturbed residuals at stage 2.

Given neighboring datasets D =
�
X1, ·, Xi, ·, XN

 

and D0
=

�
X1, ·, 0, ·, XN

 
with i-th record re-

moved, the global `2-sensitivity is defined as �2 =

sup
Xres,X

0
res

���Xres � X
0

res

���
F

 C, where Xres,X
0

res denote

residuals obtained from D and D0
.

We provide our DP guarantee in Theorem 2.

Theorem 2. Delta ensures that the perturbed residuals

and operations in the public environment satisfy (✏, �)-DP

given noise N ⇠ N (0, 2C2 · log (2/�0)/✏0 · I) given sampling

probability p, and ✏ = log (1 + p(e✏
0 � 1)), � = p�0.

The proof of Theorem 2 relies on the analysis of Gaussian
mechanism and the post-processing rule of DP [17, 28], and
is provided in Appendix 8.2 for completeness.

Remark 3. (Training with Cached Residual Improves DP).
Sampling an image multiple times does not incur additional
privacy leakage. As described in Sec. 4.5, the perturbation is
only performed once before training the residual model Mres.
When training the residual model Mres, Delta directly
samples input for Mres from the perturbed cached residuals,
with no need to perform perturbation on the fly [48].

6. Empirical Evaluations
In this section, we evaluate Delta in terms of model ac-
curacy, running time, and resilience against attacks. We
conduct further ablation studies on different ways of merg-
ing logits and effects of perturbation in Appendix 9.
Datasets and Models. We use CIFAR10/100 [29] and Ima-
geNet [15]. For models, we choose ResNet-18 and ResNet-
34 [21]. Hyperparameters are provided in Appendix 11.2
Model Configuration. For ResNet models, Mbb consists of
the first convolution layer, while all ResBlocks [21] and the
fully-connected layer are offloaded in Mres. On the other

hand, Mmain’s details are deferred to Appendix 11.1.
Asymmetric Decomposition. For the SVD, based on [41],
we keep r = 8 principal channels in IRmain for CIFAR-
10/100 and 12 for ImageNet to keep > 95% information in
the private environment. For the DCT, we set t, t0 = 16, 8 on
CIFAR, and 14, 7 on ImageNet to avoid noticeable informa-
tion leakage in the residuals. Note that while decomposition
with larger r and t0 leads to less information leakage, it also
incurs more computations in the private environment. There-
fore, we choose the parameters to maintain a reasonable
trade-off between privacy leakage and complexity.

6.1. Model Accuracy

In this section, we evaluate model accuracy. We train ResNet-
18 on CIFAR-10/100, and ResNet-18/34 on ImageNet. We
first compare the accuracy of the following schemes.
• Mmain: Train Mbb+Mmain with no residuals.
• Mmain+Mres : Train Mbb + (Mmain, Mres) with DP.
• Orig: Train the original model without Delta.

Figure 5 and 6 show the final accuracy on CIFAR-10/100
and ImageNet. First, owing to the effective asymmetric IR
decomposition and the low-dimensional model, Mmain al-
ready gives an accuracy that is close to the original model
on both CIFAR-10/100 and ImageNet datasets. With adding
Mres, Delta achieves a comparable accuracy as the origi-
nal model. With the residual information further protected
by Gaussian noise, we observe that Delta strikes a much
improved privacy-utility trade-off, with slight performance
degradation under a low privacy budget (small ✏).
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Figure 5. Val acc of ResNet-18 on CIFAR-10, CIFAR-100. Mmain gives
accuracy close to the original model. With adding Mres, Delta achieves
comparable accuracy as the original model. By adding noise to IRres,
Delta achieves strong DP while still preserving the model performance.

To further study the privacy-utility trade-off, we compare
Delta with a scheme that directly adds noise to IR of the
original model (naive-DP) under the same privacy guarantee.
As in Equation (5), we perform normalization on IR before
perturbation. As shown in Table 1, training with noise added
to IR incurs significant performance degradation given the
same ✏. With the asymmetric IR decomposition, Delta
offers a much better privacy-utility trade-off.
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Figure 6. Val acc of ResNet-18 and ResNet-34 on ImageNet.

Table 1. Model accuracy of ResNet-18 by perturbing IR and IRres

under the same privacy budget (✏ = 1.4).

Dataset Delta: perturb IRres naive-DP: perturb IR

CIFAR-10 92.4% 69.6% (# �22.8)
CIFAR-100 71.4% 48.3% (# �23.1)
ImageNet 65.9% 34.4% (# �31.5)

6.2. Running Time Analysis
In this section, we compare running time using Delta with
a private training framework 3LegRace [41] and private
inference framework Slalom [55]. As a reference, we also
include the time of running the original model solely in a
private environment (Priv-only).

Theoretical Complexity. Table 2 lists the theoreti-
cal computational complexities by MACs (i.e., multiply-
accumulate) of ResNet-18 on CIFAR-10/100, and ResNet-34
on ImageNet during the inference phase with a batch of size
1. For SVD, we use an approximation algorithm [41] that
only computes the first r principal channels. First, we can
see that SVD and DCT only account for a very small fraction
of the total computations, which aligns with the real running
time in Table 4. On the other hand, compared to MACs in
Mres, the computation complexity of Mbb+Mmain is much
smaller, only accounting for ⇠ 10% of MACs in Mres. This
shows that, with the asymmetric decomposition that embeds
most information into a low-dimensional representation, the
low-dimensional model effectively reduces the computation
cost of the resource-constrained private environments.

Table 2. MACs of ResNet-18 and ResNet-34 during forward passes
with batch size 1. Compared to the residual model, the complexity of the
backbone and the main model is much smaller.

Model Mbb+Mmain SVD DCT Mres

ResNet-18 48.3 M 0.52 M 0.26 M 547M
ResNet-34 437 M 1.6 M 0.7 M 3.5G

Real Running Time. We test ResNet-18 on CIFAR-100
with batch size 32 and average per-iteration time across one
epoch. We use Intel SGX [14] as a private environment, and
Nvidia RTX 5000 as an untrusted public environment.

Table 3 shows the per-iteration training and inference time

Table 3. Running time of Delta and other baselines (ResNet-18/CIFAR-
100, b = 32). Delta achieves significant speedup compared to
3LegRace, and Slalom. Each cell denotes (time (ms), speedup)

Task Priv-only 3LegRace Slalom Delta

Train 1372 237 (6⇥) - 62 (22⇥)
Infer. 510 95 (5⇥) 84 (6⇥) 20 (25⇥)

Table 4. Time breakdown on ResNet-18/CIFAR-100. Delta significantly
shrinks the time gap between the private and public environments.

Mbb Decomp. Parallel Mmain/Mres

Forward 1 ms 3 ms 5/16 ms
Backward 2 ms 1 ms 11/39 ms

for Delta and the baselines. In both phases, owing to the ef-
fective asymmetric decomposition, the required computation
in the private environment is greatly reduced. Hence, Delta
achieves significant speedups compared to running a model
solely in the private environment (Priv-only). More-
over, unlike the existing private inference method Slalom
and training method 3Legrace, Delta obviates the need
for frequent and costly inter-environment communication.
Hence, Delta offers much faster training and inference.
Table 4 further lists the running time breakdown for Delta.
We observe that the time on Mbb and IR decomposition is
marginal compared to Mmain and Mres. While the theoret-
ical computation complexity in Mmain is much lower than
Mres, the real running time of Mmain still dominates the
forward and backward passes. Nevertheless, compared to
Slalom and 3LegRace, the time gap between the private
and public environments is significantly shrunk.

6.3. Protection against Attacks
This section evaluates Delta against two privacy attacks: a
model inversion attack called SecretRevealer[62], and
a membership inference attack called ML-Leaks [49].

Model Inversion Attacks. SecretRevealer can
leverage prior knowledge, such as blurred images, when
reconstructing training samples. In our case, we allow the
attack to use the quantized residuals as the prior knowledge
when reconstructing images. Other model inversion attacks
[4, 12, 27, 50] need confidence scores/predicted labels from
the whole model, hence they do not apply to our setting.

Following the attack protocol, we first take quantized
residuals as a prior knowledge and train a generative model
G. Then, we optimize the latent inputs z to minimize the
loss on the residual model and the discriminator used to pe-
nalize unrealistic images (LD): z⇤ = argminz LD(G(z))+
�LMres(G(z)), where � controls the weights of LMres .

Table 5 shows Delta’s performance against the model
inversion attack on ResNet-18/CIFAR-100. We use the struc-
tural similarity index (SSIM) to measure the similarity be-
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Table 5. Delta’s performance against SecretRevealer on ResNet-
18/CIFAR-100. Without DP, the attacker gains some prior information.
With noise added, the quality of reconstruction degrades significantly.

No DP DP with ✏ = 1.4 No residuals

SSIM AccM SSIM AccM SSIM AccM
0.18 6.75% 0.09 2.13% 0.08 1%

tween the reconstructed and the original images [58]. We
also measure the target model’s accuracy AccM given the
reconstructed images as inputs. High AccM indicates the tar-
get model regarding the reconstructed images by the attacker
close to the original training samples. First, we observe that
given quantized residuals without noise added, the attack
can generate images that have slightly high accuracy on the
target model. This indicates that the attacker can leverage
the residual information during attacks. The observation is
also visually reflected in reconstructed samples in Figure
7. Compared to the original training samples, some recon-
structed images reveal the outline of objects (e.g., row 1, col
3). However, with DP, the attacker fails to use the residual
information to generate images similar to the training sam-
ples. In particular, the accuracy of generated images on the
target model is significantly reduced and also SSIM between
the reconstructed and the original samples. As a result, the
attacker behaves like the case that generates images without
prior knowledge of the residuals (col 3 in Table 5).

(a) Original samples (b) Recon. (no noise) (c) Recon. ( ✏ = 1.4)

Figure 7. Visualization of reconstructed images compared to the original
training samples. With no DP, the model inversion attack recovers certain
features ((b), row 1, col 3). However, when adding noise to the residual, the
generated images are drastically affected.

Membership Inference Attacks. We choose
ML-Leaks, a strong membership inference attack
that infers membership based on confidence scores [49].
In our case, we allow the attack to use confidence scores
from Mres. Other membership inference attacks either
required labels [13, 33, 34] or susceptible to noise [10]. As
the predicted labels are secure with Delta and residuals
are perturbed, these methods do not apply to our setting.
Following the procedure in [49], we feed private and public
samples to the shadow model, and obtain confidence score
vectors from the residual model Mres. We then use the
vectors from public and private datasets to train an attacker
model, which learns to classify whether the confidence score
vector comes from public or private datasets.

Table 6 lists the attack performance on CIFAR-100 with
ResNet-18. To align with ML-Leaks’s protocol, we use 5k
and 10k samples from the training dataset as a public dataset.
The rest of the samples are used as a private dataset to train

Table 6. Membership inference attack on Delta (ResNet-18, CIFAR-100).
The DP mechanism is essential to provide further protection for the residual.

Attack w. 5k samples Attack w. 10k samples

No DP ✏ = 1.4 ✏ = 1 ✏ = 1.4
Acc 0.56 0.52 0.60 0.55
F1 0.68 0.57 0.73 0.68

the target model (using Delta). We train the attack model
for 50 epochs, with an initial learning rate of 0.1.
We observe that with perturbed residuals, attacks through
Mres’s outputs result in a poor performance compared to
training without noise added. It indicates the DP mechanism
provides further protection for the residuals, and prevents
attackers from inferring membership. Furthermore, as the
number of public samples reduces, the attack performance
degrades further, implying the attack also heavily depends on
prior knowledge via accessing a subset of the target dataset.
Such an observation reveals one critical limitation of the at-
tacks. That is, they need to get access to a subset of the target
data to obtain a good estimate of the target data distributions.
Otherwise, the attack performance collapses. However, in
real scenarios, private data can be completely out of attack-
ers’ reach, rendering the target distribution’s estimation im-
possible. As a result, the attacks can easily fail.

7. Conclusion
We proposed a generic private training and inference frame-
work, Delta, with strong privacy protection, high model
accuracy, and low complexity. Delta decomposes the inter-
mediate representations into asymmetric flows: information-
sensitive and residual flows. We design a new low-
dimensional model to learn the information-sensitive part in
a private environment, while outsourcing the residual part
to a large model in a public environment. A DP mechanism
and binary quantization scheme further protect residuals and
improve inter-environment communication efficiency. Our
evaluations show that Delta achieves strong privacy pro-
tection while maintaining model accuracy and computing
performance. While we evaluate Delta in a TEE-GPU en-
vironment, Delta can be generalized to other setups such as
federated settings, with resource-constrained client side as a
private environment, and the server as a public environment.
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