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Abstract
We introduce pix2gestalt, a framework for zero-shot

amodal segmentation, which learns to estimate the shape
and appearance of whole objects that are only partially
visible behind occlusions. By capitalizing on large-scale
diffusion models and transferring their representations to
this task, we learn a conditional diffusion model for recon-
structing whole objects in challenging zero-shot cases, in-
cluding examples that break natural and physical priors,
such as art. As training data, we use a synthetically curated
dataset containing occluded objects paired with their whole
counterparts. Experiments show that our approach outper-
forms supervised baselines on established benchmarks. Our
model can furthermore be used to significantly improve the
performance of existing object recognition and 3D recon-
struction methods in the presence of occlusions.

1. Introduction

Although only parts of the objects in Figure 1 are visible,
you are able to visualize the whole object, recognize the
category, and imagine its 3D geometry. Amodal completion
is the task of predicting the whole shape and appearance of
objects that are not fully visible, and this ability is crucial
for many downstream applications in vision, graphics, and
robotics. Learned by children from an early age [30], the
ability can be partly explained by experience, but we seem
to be able to generalize to challenging situations that break
natural priors and physical constraints with ease. In fact,
we can imagine the appearance of objects during occlusions
that cannot exist in the physical world, such as the horse in
Magritte’s The Blank Signature.

What makes amodal completion challenging compared
to other synthesis tasks is that it requires grouping for both
the visible and hidden parts of an object. To complete an ob-
ject, we must be able to first recognize the object from par-
tial observations, then synthesize only the missing regions
for the object. Computer vision researchers and gestalt psy-
chologists have extensively studied amodal completion in
the past [10, 17, 18, 21, 33, 35, 51, 55], creating mod-
els that explicitly learn figure-ground separation. However,
the prior work has been limited to representing objects in

closed-world settings, restricted to only operating on the
datasets on which they trained.

In this paper, we propose an approach for zero-shot
amodal segmentation and reconstruction by learning to syn-
thesize whole objects first. Our approach capitalizes on
denoising diffusion models [14], which are excellent rep-
resentations of the natural image manifold and capture all
different types of whole objects and their occlusions. Due
to their large-scale training data, we hypothesize such pre-
trained models have implicitly learned amodal representa-
tions (Figure 2), which we can reconfigure to encode ob-
ject grouping and perform amodal completion. By learning
from a synthetic dataset of occlusions and their whole coun-
terparts, we create a conditional diffusion model that, given
an RGB image and a point prompt, generates whole objects
behind occlusions and other obstructions.

Our main result is showing that we are able to achieve
state-of-the-art amodal segmentation results in a zero-shot
setting, outperforming the methods that were specifically
supervised on those benchmarks. We furthermore show that
our method can be used as a drop-in module to significantly
improve the performance of existing object recognition and
3D reconstruction methods in the presence of occlusions.
An additional benefit of the diffusion framework is that it al-
lows sampling several variations of the reconstruction, nat-
urally handling the inherent ambiguity of the occlusions.

2. Related Work
We briefly review related work in amodal completion, anal-
ysis by synthesis, and denoising diffusion models for vision.

2.1. Amodal Completion and Segmentation

In this work, we define amodal completion as the task of
generating the image of the whole object [10, 51], amodal
segmentation as generating the segmentation mask of the
whole object [18, 21, 33, 35, 55], and amodal detection as
predicting the bounding box of the whole object [15, 17].
Most prior work focuses on the latter two tasks, due to
the challenges in generating the (possibly ambiguous) pix-
els behind an occlusion. In addition, to our knowledge, all
prior work on these tasks is limited to a small closed-world
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Figure 1. Amodal Segmentation and Reconstruction via Synthesis. We present pix2gestalt, a method to synthesize whole objects from
only partially visible ones, enabling amodal segmentation, recognition, novel-view synthesis, and 3D reconstruction of occluded objects.
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Figure 2. Whole Objects. Pre-trained diffusion models are able to
generate all kinds of whole objects. We show samples conditioned
on a category from Stable Diffusion. We leverage this synthesis
ability for zero-shot amodal reconstruction and segmentation.

of objects [17, 18, 21, 33, 51] or to synthetic data [10]. For
example, PCNet [51], the previous state-of-the-art method
for amodal segmentation, operates only on a closed-world
set of classes in Amodal COCO [55].

pix2gestalt, by contrast, provides rich image comple-
tions with accurate masks, generalizing to diverse zero-shot
settings, while still outperforming state-of-the-art methods
in a closed-world. To achieve this degree of generalization,
we capitalize on large-scale diffusion models, which im-
plicitly learn internal representations of whole objects. We
propose to unlock this capability by fine-tuning a diffusion
model on a synthetically generated, realistic dataset of var-
ied occlusions. Our amodal perception work is concurrent
with [15, 47, 50].

2.2. Analysis by Synthesis

Our approach is heavily inspired by analysis by synthe-
sis [48] – a generative approach for visual reasoning. Im-
age parsing [42] was a representative work that unifies seg-
mentation, recognition, and detection by generation. Prior
works have applied the analysis by synthesis approaches on
various problems including face recognition [5, 42], pose
estimation [27, 53], 3D reconstruction [22, 23], semantic
image editing [1, 24, 54]. In this paper, we aim to harness
the power of generative models trained with internet-scale
data for the task of amodal completion, thereby aiding vari-
ous tasks such as recognition, segmentation, and 3D recon-
struction in the presence of occlusions.

2.3. Diffusion Models

Recently, Denoising Diffusion Probabilistic Model [14], or
DDPM, has emerged as one of the most widely used gen-
erative architectures in computer vision due to its ability
to model multi-modal distributions, training stability, and
scalability. [8] first showed that diffusion models outper-
form GANs [12] in image synthesis. Stable Diffusion [36],
trained on LAION-5B [39], applied diffusion model in
the latent space of a variational autoencoder [19] to im-
prove computational efficiency. Later, a series of major
improvements were made to improve diffusion model per-
formance [13, 41]. With the release of Stable Diffusion as a
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Figure 3. pix2gestalt is an amodal completion model using a la-
tent diffusion architecture. Conditioned on an input occlusion im-
age and a modal region of interest, the whole (amodal) form is
synthesized, thereby allowing other visual tasks to be performed
on it too. For conditioning details, see section 3.2.

strong generative prior, many works have adapted it to solve
tasks in different domain such as image editing [6, 11, 37],
3D [7, 25, 45], and modal segmentation [2, 3, 46]. In this
work, we leverage the strong occlusion and complete ob-
ject priors provided by internet-pretrained diffusion model
to solve the zero-shot amodal completion task.

3. Amodal Completion via Generation

Given an RGB image x with an occluded object that is par-
tially visible, our goal is to predict a new image with the
shape and appearance of the whole object, and only the
whole object. Our approach will accept any point or mask
as a prompt p indicating the modal object:

x̂p = fθ(x, p)

where x̂p is our estimate of the whole object indicated by p.
Mapping from x to this unified whole form, i.e. gestalt, of
the occluded object, we name our method pix2gestalt. We
want x̂ to be perceptually similar to the true but unobserved
whole of the object as if there was no occlusion. We will
use a conditional diffusion model (see Figure 3) for fθ.

An advantage of this approach is that, once we estimate
an image of the whole object x̂, we are able to perform any
other computer vision task on it, providing a unified method
to handle occlusions across different tasks. Since we will di-
rectly synthesize the pixels of the whole object, we can aid
off-the-shelf approaches to perform segmentation, recogni-
tion, and 3D reconstruction of occluded objects.

To perform amodal completion, f needs to learn a repre-
sentation of whole objects in the visual world. Due to their
scale of training data, we will capitalize on large pretrained
diffusion models, such as Stable Diffusion, which are ex-
cellent representations of the natural image manifold and
have the support to generate unoccluded objects. However,
although they generate high-quality images, their represen-
tations do not explicitly encode the grouping of objects and
their boundaries to the background.
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Figure 4. Constructing Training Data. To ensure we only oc-
clude whole objects, we use a heuristic that objects closer to the
camera than its neighbors are likely whole objects. The green out-
line around the object shows where the estimated depth is closer
to the camera than the background (the red shows when it is not).

3.1. Whole-Part Pairs

To learn the conditional diffusion model f with the ability
for grouping, we build a large-scale paired dataset of oc-
cluded objects and their whole counterparts. Unfortunately,
collecting a natural image dataset of these pairs is challeng-
ing at scale. Prior datasets provide amodal segmentation an-
notations [33, 55], but they do not reveal the pixels behind
an occlusion. Other datasets have relied on graphical simu-
lation [16], which lack the realistic complexity and scale of
everyday object categories.

We build paired data by automatically overlaying objects
over natural images. The original images provide ground-
truth for the content behind occlusions. However, we need
to ensure that we only occlude whole objects in this con-
struction, as otherwise our model could learn to generate
incomplete objects. To this end, we use a heuristic that,
if the object is closer to the camera than its neighboring
objects, then it is likely a whole object. We use Segment
Anything [20] to automatically find object candidates in the
SA-1B dataset, and use the off-the-shelf monocular depth
estimator MiDaS [4] to select which objects are whole. For
each image with at least one whole object, we sample an
occluder and superimpose it, resulting in a paired dataset of
837K images and their whole counterparts. Figure 4 illus-
trates this construction and shows examples of the heuristic.

3.2. Conditional Diffusion

Given pairs of an image x and its whole counterpart x̂p, we
fine-tune a conditional diffusion model to perform amodal
completion while maintaining the zero-shot capabilities of
the pre-trained model. We solve for the following latent
diffusion objective:

min
θ

Ez∼E(x),t,ϵ∼N (0,1)

[
||ϵ− ϵθ(zt, E(x), t, E(p), C(x))||22

]
where 0 ≤ t < 1000 is the diffusion time step, zt is the em-
bedding of the noised amodal target image x̂p. C(x) is the
CLIP embedding of the input image, and E(·) is a VAE em-

bedding. Following [6, 25], we apply classifier-free guid-
ance (CFG) [13] by setting the conditional information to
a null vector randomly.

Amodal completion requires reasoning about the whole
shape, its appearance, and contextual visual cues of the
scene. We adapt the design in [6, 25] to condition the dif-
fusion model ϵθ in two separate streams. C(x) conditions
the diffusion model ϵθ via cross-attention on the semantic
features of the partially visible object in x as specified by
p, providing high-level perception. On the VAE stream, we
channel concatenate E(x) and zt, providing low-level visual
details (shade, color, texture), as well as E(p) to indicate the
visible region of the object.

After ϵθ is trained, f can generate x̂p by performing it-
erative denoising [36]. The CFG can be scaled to control
impact of the conditioning on the completion.

3.3. Amodal Base Representations

Since we synthesize RGB images of the whole object, our
approach makes it straightforward to equip various com-
puter vision methods with the ability to handle occlusions.
We discuss a few common cases.

Image Segmentation aims to find the spatial bound-
aries of an object given an image x and an initial prompt
p. We can perform amodal segmentation by completing
an occluded object with f , then thresholding the result to
obtain an amodal segmentation map. Note that this prob-
lem is under-constrained as there are multiple possible solu-
tions. Given the uncertainty, we found that sampling multi-
ple completions and performing a majority vote on the seg-
mentation masks works best in practice.

Object Recognition is the task of classifying an object
located in an bounding box or mask p. We can zero-shot
recognize significantly occluded objects by first completing
the whole object with f , then classifying the amodal com-
pletion with CLIP.

3D Reconstruction estimates the appearance and geom-
etry of an object. We can zero-shot reconstruct objects with
partial occlusions by first completing the whole object with
f , then applying SyncDreamer and Score Distillation Sam-
pling [32] to estimate a textured mesh.

4. Experiments
We evaluate pix2gestalt’s ability to perform zero-shot
amodal completion for three tasks: amodal segmentation,
occluded object recognition, and amodal 3D reconstruction.
We show that our method provides amodal completions that
directly lead to strong results in all tasks.

4.1. Amodal Segmentation

Setup. Amodal segmentation requires segmenting the full
extent of a (possibly occluded) object. We evaluate this task
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Figure 5. In-the-wild Amodal Completion and Segmentation. We find that pix2gestalt is able to synthesize whole objects in novel
situations, including artistic pieces, images taken by an iPhone, and illusions.

on the Amodal COCO (COCO-A) [55] and Amodal Berke-
ley Segmentation (BSDS-A) datasets [28]. For evaluation,
COCO-A provides 13,000 amodal annotations of objects in
2,500 images, while BSDS-A provides 650 objects from
200 images. For both datasets, we evaluate methods that
take as input an image and a (modal) mask of the visible
extent of an object, and output an amodal mask of the full-
extent of the object. Following [51], we evaluate segmen-
tations using mean intersection-over-union (mIoU). We fol-
low the strategy in Section 3.3 to convert our amodal com-
pletions into segmentation masks.

We evaluate three baselines for amodal segmentation.
The first method is PCNet [51], which is trained for amodal
segmentation specifically for COCO-A. Next, we compare
to two zero-shot methods, which do not train on COCO-A:
Segment Anything (SAM) [20], a strong modal segmen-
tation method, and Inpainting using Stable Diffusion-XL
[31]. To evaluate inpainting methods, we provide as input
an image with all but the visible object region erased, and
convert the completed image output by the method into an
amodal segmentation mask following the same strategy as
for our method.

Results. Table 1 compares pix2gestalt with prior work.
Despite never training on the COCO-A dataset, our method
outperforms all baselines, including PCNet, which uses
COCO-A images for training, and even PCNet-Sup, which
is supervised using human-annotated amodal segmentations
from COCO-A’s training set. Compared to other zero-shot
methods, our improvements are dramatic, validating the
generalization abilities of our method. Notably, we also out-
perform the inpainting baseline which is based off a larger,
more recent variant of Stable Diffusion [31]. This demon-

strates that internet-scale training alone is not sufficient and
our fine-tuning approach is key to reconfigure priors from
pre-training for amodal completion.

We further analyze amodal completions qualitatively in
Figure 6. While SD-XL often hallucinates extraneous, un-
realistic details (e.g. person in front of the bus in the sec-
ond row), PCNet tends to fail to recover the full extent of
objects—often only generating the visible region, as in the
Mario example in the third row. In contrast, pix2gestalt pro-
vides accurate, complete reconstructions of occluded ob-
jects on both COCO-A (Figure 6) and BSDS-A (Figure 7).
Our method generalizes well beyond the typical occlusion
scenarios found in those benchmarks. Figure 5 shows sev-
eral examples of out-of-distribution images, including art
pieces, illusions, and images taken by ourselves that are suc-
cessfully handled by our method. Note that no prior work
has shown open-world generalization (see 2.1).

Figure 8 illustrates the ability of the approach to gen-
erate diverse samples in shape and appearance when there
is uncertainty in the final completion. For example, it is
able to synthesize several plausible completions of the oc-
cluded house in the painting. We quantitatively evaluate the
diversity of our samples in the last row of Table 1 by sam-
pling from our model three times and reporting the perfor-
mance for the best sample (“Best of 3”). Finally, we found
limitations of our approach in situations that require com-
monsense or physical reasoning. We show two examples in
Figure 9.

4.2. Occluded Object Recognition

Next, we evaluate the utility of our method for recognizing
occluded objects.
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Input Occlusion Input Modal Mask SD-XL InpaintingPCNet Ours GT Amodal Mask

Figure 6. Amodal Completion and Segmentation Qualitative Results on Amodal COCO. In blue circles, we highlight completion
regions that, upon a closer look, have a distorted texture in the PCNet baseline, and a correct one in our results.

Figure 7. Amodal Berkeley Segmentation Dataset Qualitative
Results. Our method provides accurate, complete reconstructions
of occluded objects.

Setup. We use the Occluded and Separated COCO
benchmarks [49] for evaluating classification accuracy un-
der occlusions. The former consists of partially occluded
objects, whereas Separated COCO contains objects whose

Figure 8. Diversity in Samples. Amodal completion has inherent
uncertainties. By sampling from the diffusion process multiple
times, the method synthesizes multiple plausible wholes that are
consistent with the input observations.

modal region is separated into disjoint segments by the oc-
cluder(s), resulting in a more challenging problem setting.
We evaluate on all 80 COCO semantic categories in the
datasets using Top 1 and Top 3 accuracy.
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Table 1. Amodal Segmentation Results. We report mIoU (%)
↑ on Amodal COCO [55] and on Amodal Berkeley Segmentation
Dataset [28, 55]. ∗PCNet-Sup trains using ground truth amodal
masks from COCO-Amodal. See Section 4.1 for analysis.

Zero-shot Method COCO-A BSDS-A

✗ PCNet [51] 81.35 -
✗ PCNet-Sup∗ [51] 82.53∗ -

D SAM [20] 67.21 65.25D SD-XL Inpainting [31] 76.52 74.19D Ours 82.87 80.76

D Ours: Best of 3 87.10 85.68

Table 2. Occluded Object Recognition. We report zero-shot clas-
sification accuracy on Occluded and Separated COCO [49]. While
simple baselines fail to improve CLIP results in the challenging
Separated COCO setting, our method consistently improves recog-
nition accuracy by large margins. See analysis in Section 4.2.

Method Top 1 Acc. (%) ↑ Top 3 Acc. (%) ↑
Occluded Sep. Occluded Sep.

CLIP [34] 23.33 26.04 43.84 43.19
CLIP + RC [40] 23.46 25.64 43.86 43.24
Vis. Obj. + CLIP 34.00 21.10 49.26 34.70
Ours + CLIP 43.39 31.15 58.97 45.77

We use CLIP [34] as the base open-vocabulary classifier.
As baselines, we evaluate CLIP without any completion,
reporting three variants: providing the entire image (CLIP),
providing the entire image with a visual prompt (a red cir-
cle, as in Shtedritski et al. [40]) around the occluded object,
or providing an image with all but the visible portion of the
occluded object masked out. To evaluate our approach, we
first utilize it to complete the occluded object, and then clas-
sify the output image using CLIP.

Results. Table 2 compares our method with the base-
lines. Visual prompting with a red circle (RC) and masking
all but the visible object (Vis. Obj.) provide improvements
over directly passing the image to CLIP on the simpler Oc-
cluded COCO benchmark, but fail to improve, and some
times even decreases the performance of the baseline CLIP
on the more challenging Separated COCO variant. Our
method (Ours + CLIP), however, strongly outperforms all
baselines for both the occluded and separated datasets, ver-
ifying the quality of our completions.

4.3. Amodal 3D Reconstruction

Finally, we evaluate our method for improving 3D recon-
struction of occluded objects.

Setup. We focus on two tasks: novel-view synthesis and

Figure 9. Common-sense and Physics Failures. Left: recon-
struction has the car going in the wrong direction. Right: recon-
struction contradicts physics, failing to capture that a hand must
be holding the donut box.

Table 3. Single-view 3D Reconstruction. We report Chamfer
Distance and Volumetric IoU for Google Scanned Objects. See
Section 4.3 for analysis.

CD ↓ IoU ↑
SyncDreamer [26] 0.109 0.192
SAM Mask + SyncDr. 0.116 0.0938
Ours (SAM Mask) + SyncDr. 0.076 0.321

GT Mask + SyncDr. 0.1084 0.1027
Ours (GT Mask) + SyncDr. 0.0681 0.3639

single-view 3D reconstruction.
To demonstrate pix2gestalt’s performance as a drop-in

module to 3D foundation models [25, 26, 38], we replicate
the evaluation procedure of Zero-1-to-3 [25, 26] on Google
Scanned Objects (GSO) [9], a dataset of common house-
hold objects 3D scanned for use in 3D perception tasks. We
use 30 randomly sampled objects from GSO ranging from
daily objects to animals. We render 60 synthetic occlusions
in Blender by occluding each object twice.

For amodal novel-view synthesis, we quantitatively eval-
uate our method using 3 metrics: PSNR, SSIM [44], and
LPIPS [52], measuring the image-similarity of the input and
ground truth views. For 3D reconstruction, we use the Volu-
metric IoU and Chamfer Distance metrics. We compare our
approach with SyncDreamer [26], a 3D generative model
that fine-tunes Zero123-XL [7, 25] for multi-view consis-
tent novel view synthesis and consequent 3D reconstruction
with NeuS [43] and NeRF [29]. Our first baseline provides
as input to SyncDreamer the segmentation mask of all fore-
ground objects, following the standard protocol. To avoid
reconstructing occluded objects, we additionally evaluate
two variants that use SAM [20] to estimate the mask of only
the object of interest, or the ground truth mask for the object
of interest (GT Mask). Finally, to evaluate our method, we
provide as input the full object completed by our method,
along with the corresponding amodal mask. We evaluate
two variants of our method: One where we provide a modal
mask for the object of interested as estimated by SAM (Ours
(SAM Mask)) and one where we use the ground truth modal
mask (Ours (GT Mask)).
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Figure 10. Amodal 3D Reconstruction qualitative results. The object of interest is specified by a point prompt, shown in yellow.
Incorporating pix2gestalt as a drop-in module to state-of-the-art 3D reconstruction models allows us to address challenging and diverse
occlusion scenarios with ease.

Results. We compare our approach with the two base-
lines in Table 4 for novel view synthesis and Table 3 for
3D reconstruction. Quantitative results demonstrate that we
strongly outperform the baselines for both tasks. In novel-
view synthesis, we outperform SAM + SyncDreamer on
the image reconstruction metrics, LPIPS [52] and PSNR
[44]. Compared to SAM as a modal pre-processor, we
obtain these improvements as a drop-in module to Sync-
Dreamer while still retaining equivalent image quality (Ta-
ble 4, SSIM [44]). With ground truth mask inputs, we ob-
tain further image reconstruction gains. Moreover, even
though our approach utilizes an additional diffusion step
compared to SyncDreamer only, we demonstrate less image
quality degradation.

For reconstruction of the 3D geometry, our fully auto-
matic method outperforms all the baselines for both volu-
metric IoU and Chamfer distance metrics, even the base-
lines that use ground masks. Providing ground truth to
our approach further improves the results. Figure 10 shows
qualitative evaluation for 3D reconstruction of occluded ob-
jects, ranging from an Escher lithograph to in-the-wild im-
ages.

5. Conclusion
In this work, we proposed a novel approach for zero-
shot amodal completion and segmentation via synthesis.
Our model capitalizes on whole object priors learned by

Table 4. Novel-view synthesis from one image. We report re-
sults on Google Scanned Objects [9]. Note SSIM measures image
quality, not novel-view accuracy. See Section 4.3 for analysis.

LPIPS ↓ PSNR ↑ SSIM ↑
SyncDreamer [26] 0.356 10.35 0.653
SAM + SyncDr. 0.321 10.83 0.695
Ours (SAM Mask) + SyncDr. 0.288 12.15 0.692

GT Mask + SyncDr. 0.2905 12.561 0.7322
Ours (GT Mask) + SyncDr. 0.2631 14.657 0.7328

internet-scale diffusion models and unlocks them via fine-
tuning on a synthetically generated dataset of realistic oc-
clusions. We then demonstrated that synthesizing the whole
object makes it straightforward to equip various computer
vision methods with the ability to handle occlusions. In par-
ticular, we reported state-of-the art results on several bench-
marks for amodal segmentation, occluded object recogni-
tion and 3D reconstruction.
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