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Abstract

Despite the remarkable success of Vision Transformers (ViT) across diverse fields in computer vision, they have a clear drawback of expensive adaptation cost for downstream tasks due to the increased scale. To address this, Visual Prompt Tuning (VPT) incorporates learnable parameters in the input space of ViT. While freezing the ViT backbone and tuning only the prompts, it exhibits superior performances to full fine-tuning. However, despite the outstanding advantage, we point out that VPT may lead to serious unfairness in downstream classification. Initially, we investigate the causes of unfairness in VPT, identifying the biasedly pre-trained ViT as a principal factor. Motivated by this observation, we propose a Fair Visual Prompt Tuning (Fair-VPT) which removes biased information in the pre-trained ViT while adapting it to downstream classification tasks. To this end, we categorize prompts into “cleaner prompts” and “target prompts”. Based on this, we encode the class token in two different ways by either masking or not masking the target prompts in the self-attention process. These encoded tokens are trained with distinct objective functions, resulting in the inclusion of different information in the target and cleaner prompts. Moreover, we introduce a disentanglement loss based on contrastive learning to further decorrelate them. In experiments across diverse benchmarks, the proposed method demonstrates the most superior performance in terms of balanced classification accuracy and fairness.

1. Introduction

Pre-trained language models [5, 6, 13, 44, 54] based on self-attention mechanisms have achieved immense success in the field of Natural Language Processing (NLP), attributed to their remarkable efficiency and capability to handle large-scale datasets. In light of the accomplishments in NLP, many studies [14, 17, 36, 53, 57] have tried to alternative conventional Convolutional Neural Networks (CNN) [23] to self-attention-based architectures (e.g., Transformer [54] and BERT [13]) across diverse tasks of computer vision. Notably, Vision Transformer (ViT) [14] has demonstrated outstanding performance and versatility, leading to its adoption in various fields, including image classification [47], semantic segmentation [33], and image captioning [10].

Nonetheless, a notable limitation of ViT is the expensive adaptation cost for downstream tasks. Due to the increased scale compared to conventional CNNs, full fine-tuning for each task becomes cost-prohibitive and occasionally inefficient [24]. To address this, Visual Prompt Tuning (VPT) was proposed [24], which is an efficient approach for adapting the pre-trained transformer models to downstream computer vision tasks. It prepends a small portion of learnable parameters (i.e., prompt) to the input space for each task, resulting in effective adaptation while keeping the ViT backbones frozen. In many cases, it has demonstrated superior performance compared to full fine-tuning. However, we point out that VPT may cause unfairness issues in classification tasks.

As deep learning models deployed in real-world applica-

Table 1. Exploring primary factors of unfairness. This reports classification accuracy (Acc.) and equalized odds (EO) [21] on CelebA [35]. The target attribute (TA) corresponds to whether inputs are attractive (A) or not (NA) and the sensitive attribute (SA) is set to Gender (abbreviated as M for male and F for female). “Head” and “NCM” denote the classification head and Nearest Class Mean classifier [39], respectively. The scores reported in the third and fourth columns represent the classification accuracy of the respective groups. The results indicate that the pre-trained ViT is the key factor contributing to the unfairness in VPT.
tions have raised controversial ethical problems, the ethics of AI have been considered as crucial as their performances [4, 7, 56]. For instance, COMPAS system, utilized in the US court, judged black defendants to be more likely to recidivate than white defendants [1], and Google Photos incorrectly identified some black people as gorillas [15]. To deal with the issues, researchers have defined various notions of fairness [16, 21, 28] and tried to ensure it in terms of sensitive attributes which are characteristics that should not be discriminated against, such as gender, ethnicity, and region [25, 29, 42, 46].

In this context, we initially evaluate the fairness of VPT on the benchmark dataset (i.e., CelebA [35]) and analyze the underlying causes of observed unfairness. In Table 1, we compare three different methods by measuring classification accuracy (Acc.) for the target attribute Attractive and fairness with equalized odds (EO) [21] for the sensitive attribute Gender. It is devised to investigate the extent of unfairness arising from three major components of VPT: a pre-trained ViT, learnable prompts, and a classification head. First, VPT exhibits significantly unfair performances, particularly favoring majority groups (i.e., Attractive-Female and Not Attractive-Male). Subsequently, we replace the classification head with Nearest Class Mean (NCM) classifiers [39]. The deteriorated fairness implies that the classification head partially alleviates unfairness. Lastly, ViT+NCM, without any training for the downstream task, shows the most unfair results. This indicates that biased information pertaining to the sensitive attribute within the pre-trained ViT stands out as a primary factor of the unfairness arising from VPT.

Therefore, we propose a novel method, namely Fair Visual Prompt Tuning (Fair-VPT), which removes biased information related to sensitive attributes in the pre-trained ViT model while adapting it to downstream classification tasks. Inheriting the philosophy of prompt tuning, we first add learnable parameters, known as prompts, in the input space. The key idea is to select certain prompts as “cleaner prompts”, which are encoded to contain biased information from the pre-trained model. In contrast, the remaining prompts, referred to as “target prompts”, are encoded to learn only target features that are not correlated with the sensitive attribute. To this end, we encode the class token in dual parallel manners. One method involves encoding the class token by masking the target prompts in the self-attention process, while the other method encodes it with all the prompts and image patches following the original mechanism [24]. Subsequently, the two types of encoded class tokens are respectively encouraged to predict sensitive and target attributes through classification heads. Consequently, most of the information related to the sensitive attribute is included within the cleaner prompts through the masked self-attention process, while the rest information pertaining to the target attribute is learned by the target prompts. Moreover, we introduce a disentanglement loss based on contrastive loss to explicitly mitigate the correlation between the prompts. During inference, fairness can be ameliorated by excluding the cleaner prompts for target classification.

In the experiment section, we conduct extensive validation on several benchmark datasets, i.e., CelebA [35], UTK Face [60], bFFHQ [30], and Waterbirds [48]. In all the experiments, the proposed method markedly enhances the fairness of ViT and achieves the most superior generalized performance and fairness. Moreover, through an ablation study, we demonstrate the effectiveness of each proposed component and justify the design of the proposed method. We summarize the main contributions of this paper as follows:

• To the best of our knowledge, we investigate the unfairness stemming from Visual Prompt Tuning (VPT) and its underlying causes for the first time.

• We propose Fair Visual Prompt Tuning (Fair-VPT) that efficiently adapts the pre-trained ViT model to downstream classification tasks while eliminating biased information related to sensitive attributes.

• Through extensive experiments on benchmark datasets, we demonstrate that the proposed method efficiently enhances the fairness of ViT in various scenarios.

2. Related Work

2.1. Fairness-aware Classification

Numerous studies [12, 41, 42, 45, 46, 49, 50, 55, 58, 59] have tried to ensure fairness with respect to sensitive attributes in image classification tasks. Some approaches [42, 45, 55, 59] enhanced fairness by preventing the encoder networks from learning biased information related to sensitive attributes. Other approaches [12, 41, 49] disentangled the feature space into subspaces for target and sensitive attributes. In downstream tasks, these methods excluded the subspaces for sensitive attributes to ameliorate fairness. Additionally, certain methods [37, 48] mitigated imbalance between demographic groups by minimizing the worst-case training loss across all the groups. On the other hand, several approaches [46, 50, 58] endeavored to improve fairness by generating an unbiased dataset by utilizing Generative Adversarial Networks (GANs) [19]. Recently, Sudhakar et al. [52] and Qiang et al. [43] tried to address the unfairness problem caused by ViT models.

Notably, some studies [8, 9, 29, 30, 40, 61] have addressed model fairness under limited supervision of sensitive attributes. Several approaches [30, 32, 40] capitalized on the observation that the bias inducing significantly biased results, i.e., malignant bias, is more easily learned than the target attribute. Consequently, these approaches estimated the bias using deliberately biased networks and sub-
sequently eliminated it. Similarly, other approaches [51, 61] utilized the proxies with high correlation to sensitive attributes, such as feature representation from biased networks, to estimate sensitive attributes. On the other hand, some research [29, 34] enhanced fairness without demographics by up-weighting the misclassified samples. DRO [22] demonstrated that minimizing the worst-case risk over all appropriate distributions can enhance fairness concerning potential sensitive attributes.

### 2.2. Transformers in Computer Vision

Inspired by the remarkable achievement of transformer models in the field of Natural Language Processing (NLP), a variety of research has attempted to introduce architectures based on self-attention into the various fields of computer vision. Vision Transformer [14] is the initial work that utilized the transformer architecture for image processing. It introduced an approach of tokenizing an image into patches, which are then utilized as inputs for the transformer. It achieved strong performances for various tasks, including image classification, detection, and segmentation. Subsequently, Touvron et al. [53] proposed a new distillation strategy based on distillation tokens to enhance the data efficiency in training, and Liu et al. [36] significantly reduced the computation cost by introducing hierarchical feature maps. On the other hand, some works [2, 3, 17, 57] utilized the ViT-based backbones to encode the frame-level feature maps. On the other hand, some works [2, 3, 17, 57] utilized the ViT-based backbones to encode the frame-level feature maps. The overall framework, which is illustrated in Figure 1, comprises the key components: categorized prompts, masked self-attention, and disentanglement loss.

### 3. Proposed Method

The proposed method is designed to ensure fairness with respect to sensitive attributes while adapting the pre-trained ViT to downstream classification tasks. The overall framework, which is illustrated in Figure 1, comprises the key components: categorized prompts, masked self-attention, and disentanglement loss.

### 3.1. Fairness Definition

Fairness notions have been diversely defined in the literature [7, 16, 18, 21, 56]. In this section, we first introduce the widely used notions of fairness, i.e., demographic parity [16], equal opportunity [21], and equalized odds [21], and define fairness in this paper. Demographic parity means that a model should ensure the same ratio of positive outcomes across sensitive groups. Since it pursues the equality of outcome, it has the drawback of overlooking the real data distributions. Equal opportunity mitigates the shortcoming by ensuring the equality of True Positive Rates (TPR) across sensitive groups. Nevertheless, it is still limited in that it does not address the imbalance of negative outcomes. To equally consider positive and negative outcomes, we adopt the equalized odds (EO) to define fairness, which is measured as follows:

\[
EO = \frac{|TPR_{s=0} - TPR_{s=1}| + |FPR_{s=0} - FPR_{s=1}|}{2}
\]

where \(s\) and FPR denote the sensitive attribute and false positive rates.

### 3.2. Preliminaries

Let training samples \((x, y, s)\) be given, where \(x \in X\) is the input image, \(y \in Y\) is the target label, and \(s \in S\) is the sensitive attribute. For Vision Transformer (ViT) [14], the input image \(x\) is reshaped into \(N\) patches \(x_p \in \mathbb{R}^{N \times 3 \times w_p \times h_p}\). Here, \(w_p\) and \(h_p\) are the fixed width and height of the patches. The patches are flattened with the linear protection and added with the positional embeddings as follows:

\[
z_0 = [x^{cls}, E(x_p^{(1)}), E(x_p^{(2)}), \ldots, E(x_p^{(N)})],
\]

where \(E(x_p) \in \mathbb{R}^{N \times D}\) represents the embedded patches and \(x^{cls}\) denotes the class token. Subsequently, they are encoded by the transformer \(T\) as follows:

\[
z_l = T_l(z_{l-1}), l = 1, 2, \ldots, L.
\]

Here, the transformer layer \(T_l\) consists of Multi-headed Self-Attention (MSA) and Feed-Forward Networks (FFN), where LayerNorm (LN) and residual connections are respectively deployed before and after each block. Finally, the encoded class token \(x^{cls}_L\) are fed into the classification head \(C(\cdot)\) as follows:

\[
y' = C(x^{cls}_L).
\]

When a pre-trained model \(\hat{T}\) is given, Visual Prompt Tuning (VPT) [24] adapts it to downstream classification tasks. The prompts \(P \in \mathbb{R}^{N \times D}\), which are \(M\) learnable parameters, are added in the input space as follows:

\[
\hat{z}_0 = [x^{cls}, p^{(1)}, \ldots, p^{(M)}, E(x_p^{(1)}), \ldots, E(x_p^{(N)})].
\]
To this end, we reformulate the input sequence of biased information originating from the pre-trained ViT as "cleaner prompts", intended for the absorption of downstream tasks. As aforementioned, the key idea is to designate certain prompts as target prompts (i.e., \( P_t \)) and cleaner prompts (i.e., \( P_c \)). These are concurrently encoded using Multi-head Attention (left) and Masked Multi-head Attention (right), which involves masking the target prompts. The differently encoded tokens (i.e., orange and green) are trained to predict the target label and sensitive attribute, respectively.

The input sequence is encoded by the pre-trained model \( \hat{T} \) as follows:

\[
\hat{z}_l = \hat{T}_l(\hat{z}_{l-1}), l = 1, \ldots, L, \tag{6}
\]

While maintaining \( \hat{T} \) frozen, only the prompts and classification head \( C(\cdot) \) for downstream tasks are trained through the classification loss \( L_d = l(C(\hat{z}_L^{cls}), y) \), where \( l \) represents the cross entropy loss.

### 3.3. Fair Visual Prompt Tuning

#### 3.3.1 Categorizing Prompts

As aforementioned, the key idea is to designate certain prompts as "cleaner prompts", intended for the absorption of biased information originating from the pre-trained ViT. To this end, we re-formulate the input sequence \( \hat{z}_0 \) using target prompts \( P_t \) and cleaner prompts \( P_c \) as follows:

\[
\hat{z}_0 = [x_{cls}, P_t(1), \ldots, P_t(\alpha), P_c(1), \ldots, P_c(M-\alpha), E(x_p)], \tag{7}
\]

where \( \alpha \in \mathbb{N}, 1 \leq \alpha \leq M \). In addition, we will represent each vector in \( \hat{z} \) as \( \hat{z}^t \) (e.g., \( \hat{z}_0^0 = x_{cls}^0 \)).

#### 3.3.2 Masked MSA and Encoding Prompts

Let denote query, key, and value representations of \( \hat{z}_t \) as \( \hat{k}_t, \hat{q}_t, \hat{v}_t \in \mathbb{R}^{(1+N+M)dk} \). We calculate standard self-attention \( SA(\hat{z}_t) \) and masked self-attention \( SA^*(\hat{z}_t) \) in each layer as follows:

\[
SA(\hat{z}_t) = \text{softmax}(\frac{\hat{q}_t^T \hat{k}_t}{\sqrt{d_k}})\hat{v}_t, \tag{8}
\]

\[
SA^*(\hat{z}_t) = \text{softmax}(\frac{\hat{q}_t^T \hat{k}_t + \text{Mask}}{\sqrt{d_k}})\hat{v}_t. \tag{9}
\]

Here, the mask is defined as follows:

\[
\text{Mask}_{i,j} = \begin{cases} -\infty & \text{if } 1 \leq j \leq \alpha \\
0 & \text{else} \end{cases}, \tag{10}
\]

where \( i, j \in \{0, 1, \ldots, M+N\} \). Following the previous works [14, 24], self-attention is extended to Multihead Self-Attention (MSA) with \( h \) attention layers. The transformer layers encode the input sequence in two parallel ways, utilizing standard and masked MSA as follows:

\[
\hat{z}_t = \hat{T}_t(\hat{z}_{t-1}), l = 1, \ldots, L, \tag{11}
\]

\[
\hat{z}_t^* = \hat{T}_t^*(\hat{z}_{t-1}^*), l = 1, \ldots, L, \tag{12}
\]

where \( \hat{T}_t^* \) is the transformer layers incorporating masked MSA. The resulting class tokens are input into the classification heads for the target label \( y \) and sensitive attribute \( s \), represented by \( \hat{C}(\hat{z}_L^{(0)}) \) and \( \hat{C}(\hat{z}_L^{(0)}) \), respectively. The classification loss \( L_{cls} \) is formulated as:

\[
L_{cls} = l(\hat{C}(\hat{z}_L^{(0)}), y) + l(\hat{C}(\hat{z}_L^{(0)}), s). \tag{13}
\]

Since the target prompts are masked in \( \hat{z}_t^* \), predicting the sensitive attribute using \( \hat{z}_t^* \) encourages information related to the sensitive attribute to be included in the cleaner prompt. Simultaneously, by predicting the target label with \( \hat{z}_t \), the rest information about the target label is contained in the target prompts.

---

Figure 1. Illustration of the proposed method. The transformer encoder and linear projection are frozen, with only the prompts, classification head, and projection head being trained. The prompts are categorized into the target prompts (i.e., \( P_t \)) and cleaner prompts (i.e., \( P_c \)). These are concurrently encoded using Multi-head Attention (left) and Masked Multi-head Attention (right), which involves masking the target prompts. The differently encoded tokens (i.e., orange and green) are trained to predict the target label and sensitive attribute, respectively.
3.3.3 Contrastive Loss for Disentanglement

However, a limitation of the aforementioned approach is that $L_{cls}$ cannot ensure the exclusion of information related to the target label in the cleaner prompts, which leads to a loss of useful information for the target task. Besides, redundant information regarding sensitive attributes may be partially included in the target prompts. To address these issues, we design a disentanglement loss based on supervised contrastive learning [26] to explicitly decorrelate the prompts. Let $I$ examples $\{x(i)\}_{i=1,...,I}$ be randomly sampled into a mini-batch. We embed $r(i) = g(\hat{z}_i)$ and $r^*(i) = g(\hat{z}_i^*)$ with the shared projection network $g(\cdot) \in \mathbb{R}^{d_k d_p}$. They are normalized to lie on the unit hypersphere and share a lower dimensional latent space for contrastive learning. When an embedded sample $r^*(i)$ is selected as an anchor, we define the positive set $P(i)$ and negative set $N(i)$ as follows:

$$P(i) = \{r^*(j) | y(j) = y(i), s(j) = s(i)\}, \quad (14)$$

$$N(i) = \{r(k) | y(k) = y(i), s(k) = s(i)\}. \quad (15)$$

While both $P(i)$ and $N(i)$ have the same target label and sensitive attribute with the anchor, it is worth noting that they are encoded in different manners, i.e., Masked MSA or MSA. The disentanglement loss is defined as follows:

$$L_{dis} = -\sum_{r^*(i) \in P(i)} \sum_{r^*(j) \in P(i)} \frac{1}{|P(i)|} \log \left( \frac{\exp(r^*(j) \cdot r^*(i)/\tau)}{\sum_{r(k) \in N(i)} \exp(r(k) \cdot r^*(i)/\tau)} \right), \quad (16)$$

where $\frac{1}{|P(i)|}$ is the normalization term, $\exp$ denotes the exponential function, and $\cdot$ represents the inner product. $\tau$ is a temperature parameter. The loss encourages the target and cleaner prompts to include distinct information to each other by diminishing the similarity between $r$ and $r^*$.

The overall loss is formally defined as:

$$L = L_{cls} + \lambda L_{dis}, \quad (17)$$

where $\lambda$ is a hyper-parameter.

3.3.4 Training Downstream Classifier

After the prompt tuning, it is essential to exclude the cleaner prompts to ensure fairness with respect to the sensitive attribute. Therefore, we introduce a mask for the cleaner prompts in the self-attention process, defined as:

$$\text{Mask}_{i,j} = \begin{cases} -\inf & \text{if } \alpha < j \leq M \\ 0 & \text{else} \end{cases}. \quad (18)$$

With keeping the transformer model and prompts frozen, the encoded class token $\pi_L^{(0)}$ is achieved through the masked MSA, which is denoted as $\overline{SA}(\hat{z}_i) = \text{softmax}(\frac{\hat{q}_k^T + \text{Mask}}{\sqrt{d_k}})\hat{e}_l$. Subsequently, the final classifier $C_f$ is trained to predict the target label utilizing $\pi_L^{(0)}$ while maintaining the other frozen components.

4. Experiment

4.1. Dataset

For reliable evaluation, we conduct extensive experiments on various benchmark datasets as follows.

- CelebA [35]: comprising about 200k facial images of celebrities with 40 facial attributes. To evaluate the fairness, we set Male as the sensitive attribute following the previous works [25, 42]. Based on the Pearson correlation with [20] it, we choose two target attributes, Attractive and Big Nose.
- UTK Face [60]: containing about 20k facial images with annotation for Gender, Race, and Age. Since the data split is not explicitly specified in the original version, we determine it based on the setting in [42]. Specifically, we set Age as the sensitive attribute and Race as the target label. We deliberately construct the imbalanced training set, where the majority groups (i.e., Male-White and Female-Black) include four times as many samples as the minority groups (i.e., Female-White and Male-Black). Additionally, we configure the validation and test sets as fully balanced datasets.
- bFFHQ [30]: containing about 21k images from the Flickr-Faces-HQ (FFHQ) dataset with a high resolution of 1024x1024. The target label is set to Age and the sensitive attribute to Gender, which are highly correlated to each other in the training set. To be specific, the minority groups (i.e., Young-Male and Old-Female) account for only 0.5% of the training samples. The test set is composed as a fully unbiased dataset.
- Waterbirds [48]: including about 5k images which combine bird photos from CUB and backgrounds from the Place. The target label $y = \{\text{Waterbird, Landbird}\}$ has a significant correlation with the background $s = \{\text{Water, Land}\}$. Specifically, the minority groups (i.e., Waterbirds-Land and Landbirds-Water) constitute only 0.5% of the training set. The validation and test sets are configured to have equal proportions of backgrounds for each target class.

4.2. Implementation Detail

For all comparable methods, we utilize the ViT-B/16 backbone [14] pre-trained on ImageNet-21k [47]. For ViT, we train a single fully connected layer for downstream classification without fine-tuning the backbone. For VPT-based methods, we exploit VPT-shallow following the original paper [24]. The length and dimensions of prompts (i.e., $M$ and
<table>
<thead>
<tr>
<th>Method</th>
<th>Target label</th>
<th>Sensitive attribute</th>
<th>Accuracy (↑)</th>
<th>Balanced Accuracy (↑)</th>
<th>Equalized Odds (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT [14]</td>
<td>t=0</td>
<td>s=0</td>
<td>69.1</td>
<td>78.4</td>
<td>41.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>96.4</td>
<td>68.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>82.7</td>
<td>26.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>26.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]</td>
<td>t=0</td>
<td>s=0</td>
<td>65.2</td>
<td>81.7</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>93.1</td>
<td>75.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>89.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>52.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]+AT [45]</td>
<td>t=0</td>
<td>s=0</td>
<td>38.9</td>
<td>67.6</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>63.7</td>
<td>63.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>86.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>63.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]+FSCL+ [42]</td>
<td>t=0</td>
<td>s=0</td>
<td>30.7</td>
<td>69.3</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>60.1</td>
<td>66.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>93.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>81.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair-VPT (Ours)</td>
<td>t=0</td>
<td>s=0</td>
<td>73.8</td>
<td>78.6</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>85.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>78.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>66.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Experimental results for Attractive on CelebA. We set Male to the sensitive attribute and evaluate the results through three metrics. The third and fourth columns represent the group-wise classification accuracy. The bold represents the best scores in each metric.

<table>
<thead>
<tr>
<th>Method</th>
<th>Target label</th>
<th>Sensitive attribute</th>
<th>Accuracy (↑)</th>
<th>Balanced Accuracy (↑)</th>
<th>Equalized Odds (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT [14]</td>
<td>t=0</td>
<td>s=0</td>
<td>98.1</td>
<td>81.7</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>79.1</td>
<td>61.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>55.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]</td>
<td>t=0</td>
<td>s=0</td>
<td>98.3</td>
<td>82.7</td>
<td>28.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>81.6</td>
<td>62.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>15.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>55.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]+AT [45]</td>
<td>t=0</td>
<td>s=0</td>
<td>99.4</td>
<td>81.2</td>
<td>23.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>86.3</td>
<td>57.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>38.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPT [24]+FSCL+ [42]</td>
<td>t=0</td>
<td>s=0</td>
<td>99.3</td>
<td>84.6</td>
<td>25.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>89.9</td>
<td>63.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>12.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>53.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair-VPT (Ours)</td>
<td>t=0</td>
<td>s=0</td>
<td>92.7</td>
<td>79.9</td>
<td>15.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>79.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>s=0</td>
<td>35.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s=1</td>
<td>53.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Experimental results for Big Nose on CelebA. The sensitive attribute is set to Male. The proposed method achieves the best scores in terms of Balanced Accuracy and Equalized Odds.

$D$ are set to 50 and 768, respectively. In addition, the classification heads are designed as a single fully connected layer. For VPT+AT, we incorporate adversarial training [45] into VPT. To be specific, we introduce an auxiliary classification head that predicts the sensitive attribute with $\hat{x}_{cls}$, followed by a Gradient Reversal Layer (GRL). This framework encourages the prompts to exclude information about the sensitive attribute. For VPT+FSCL+, we employ the fair supervised contrastive loss [42] for prompt tuning. Subsequently, we train the downstream classifier based on the cross entropy loss. For ours, we determined hyper-parameters $\tau$ and $\alpha$ to be 0.1 and 25. Specifically, 25 cleaner prompts are randomly selected from the entire set of prompts. The other hyper-parameter $\lambda$ is varied in the range of 0.1 to 1, depending on the dataset. All methods are trained using the Adam optimizer [27] with weight decay, and the initial learning rates are determined in the range of 0.1 to 0.01, depending on the datasets. We report the average score after three independent trials for all experiments and select the best model based on the validation set for 10 epochs. More details are provided in Appendix.

### 4.3. Evaluation metric

In our experiments, multiple metrics are exploited for reliable evaluation. Classification accuracy (Acc.) measures model performance within the data distribution of the test set, while balanced accuracy (BAcc.), calculated by averaging group-wise accuracy, assesses the generalization performance for classification. We adopt equalized odds (EO) [21] as the primary metric for evaluating fairness, supplementing it with equal opportunity (Eopp) [21] and demographic parity (DP) [16]. The results measured by Eopp and DP are provided in Appendix.

### 4.4. Comparison on CelebA

In Table 2 and 3, we show the comparison results on CelebA [35]. For both target attributes, i.e., Attractive and Big Nose, ViT [14] demonstrates the most unfair performances in
terms of equalized odds (EO) and the lowest worst-group accuracy, which stands at 25.8 and 12.8, respectively. VPT [24] significantly enhances classification performance over ViT, achieving the highest accuracy; however, the balanced accuracy (BAcc.) is lower than ours due to its biased performances. Moreover, it demonstrates poor results in terms of fairness. For Attractive, VPT+AT [45] and VPT+FSCL+ [42] significantly enhances the fairness, while largely degrading the classification performances, where both accuracy and balanced accuracy are notably inferior to VPT. For Big Nose, while they ameliorate fairness over VPT, it rather aggravates the worst-group accuracy. For both settings, the proposed method achieves the most superior performances in terms of fairness. Despite a slight trade-off between fairness and accuracy, the proposed method exhibits improved generalization performances, resulting in the highest balanced accuracy. Particularly, the worst-group accuracy of ours is improved by 39.9% compared to ViT for Attractive.

### 4.5. Comparison on UTK Face

We reported the comparison results on UTK Face [60] in Table 4. We set the target label as Race and the sensitive attribute as Gender. Due to theimbalance between the training set, ViT and VPT demonstrate unfair results, which stand at 13.4% and 12.6% in terms of equalized odds, respectively. VPT+AT and VPT+FSCL+ enhances fairness while maintaining balanced accuracy over VPT, but the improvement is not significant. When considering the results on CelebA together, they suggest that the straightforward integration of conventional fairness methods based on CNNs (e.g., Adversarial Training [45]) into VPT framework may result in a significant information loss for the target label or only marginal improvements in fairness.

### 4.6. Comparison on bFFHQ

To validate the proposed method under extremely biased scenarios, we conduct additional experiments on bFFHQ [30], where the minority groups contain only 0.5% of the entire sample. In Table 5, ViT and VPT correctly classify almost all samples from the majority groups, i.e., \{t=0/s=0\} and \{t=1/s=1\}, while they demonstrate poor classification performance in the minority groups. Although VPT+AT significantly improves the worst-group accuracy and fairness, the proposed method achieves the highest worst-group accuracy and the lowest equalized odds, which stands at 61.9 and 37.1, respectively. Moreover, it notably improves balanced accuracy over VPT.

### 4.7. Ablation Study

Through an ablation study, we demonstrate the effectiveness of each proposed component and justify the design of the proposed method. In Table 6, we reported the results for Attractive on CelebA and for Race on UTK Face. The first row corresponds to our baseline, i.e., VPT, which is the only one not employing categorized Prompt; categorizing prompts into the target prompts and cleaner prompts. In addition, it encodes the class token only using standard MSA into \( \hat{z}_L^{(0)} \). In the second row, the prompts are categorized, and the class token is parallelly encoded using standard MSA into \( \hat{z}_L^{(0)} \) and masked MSA for target prompts into \( \hat{z}_L^{(0)} \). Precisely, it corresponds to the proposed method without \( L_{dis} \) and significantly improves fairness. It demonstrates that the proposed framework based on categorized Prompt and masked MSA is effective. The full model (i.e., the third row) further enhances fairness, achieving the best balanced accuracy and equalized odds in all the results.
Table 6. Ablation study on CelebA and UTK Face. We set Attractive to the target label on CelebA. Categorized Prompts represents whether the prompts are categorized into the target and cleaner prompts. In addition, the second to fourth columns indicate whether the encoded tokens are utilized for visual prompt tuning. We set VPT as the baseline (the first row) and the third row indicates the full proposed model.

<table>
<thead>
<tr>
<th>Method</th>
<th>TL</th>
<th>SA</th>
<th>Acc.</th>
<th>BAcc.</th>
<th>EO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s=0</td>
<td>s=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ViT [14]</td>
<td>t=0</td>
<td>99.7</td>
<td>77.8</td>
<td>85.1</td>
<td>80.5</td>
</tr>
<tr>
<td>VPT [24]</td>
<td>t=0</td>
<td>99.6</td>
<td>82.9</td>
<td>86.8</td>
<td>81.2</td>
</tr>
<tr>
<td>VPT + AT [45]</td>
<td>t=0</td>
<td>98.7</td>
<td>81.3</td>
<td>86.3</td>
<td>81.6</td>
</tr>
<tr>
<td>Fair-VPT (Ours)</td>
<td>t=0</td>
<td>93.9</td>
<td>70.9</td>
<td>83.3</td>
<td>84.3</td>
</tr>
</tbody>
</table>

Table 7. Experimental results on Waterbirds. This experiment is conducted to validate the effectiveness of the proposed method in mitigating the background bias. Since the smallest group contains only 56 training samples, the worst-group accuracy is notably low in the baselines. Nevertheless, the proposed method significantly elevates the worst-group accuracy, reaching 78.9%.

<table>
<thead>
<tr>
<th>Method</th>
<th>TL</th>
<th>SA</th>
<th>Acc.</th>
<th>BAcc.</th>
<th>EO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s=0</td>
<td>s=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=0</td>
<td>99.7</td>
<td>77.8</td>
<td>85.1</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>50.3</td>
<td>92.6</td>
<td>86.8</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>t=0</td>
<td>98.7</td>
<td>81.3</td>
<td>86.3</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td>t=1</td>
<td>78.9</td>
<td>93.6</td>
<td>83.3</td>
<td>84.3</td>
</tr>
</tbody>
</table>

4.8. Effectiveness in Addressing General Bias

To validate the effectiveness of the proposed method for a more general bias, we conduct comparison experiments on Waterbirds [48], including the background bias. Since the smallest group contains only 56 training samples, both ViT and VPT demonstrate significantly inferior worst-group accuracy, and VPT+AT exhibits only marginal improvement in fairness. Meanwhile, the proposed method notably increases classification accuracy in the smallest group to 78.9%, resulting in the most superior balanced accuracy and equalized odds. These results indicate that the proposed method can be utilized not only to address facial attributes but also to mitigate more general biases such as the background.

5. Conclusion

In this paper, we initially investigated the unfairness arising from Visual Prompt Tuning (VPT) and its underlying causes. To address the unfairness problem in VPT, we proposed a Fair Visual Prompt Tuning (Fair-VPT) which eliminates biased information related to sensitive attributes in the pre-trained ViT model while adapting it to downstream classification tasks. Specifically, we categorized the prompts into the target and cleaner prompts, and encoded the class token in dual parallel manners. Consequently, it encouraged information related to the sensitive attribute and target label to be included in the cleaner prompts and target prompts, respectively. Moreover, we introduced a disentanglement loss based on contrastive learning to further decorrelate them. In the inference time, we excluded the cleaner prompts to ameliorate fairness. To validate the proposed method, we conducted extensive experiments on multiple benchmarks. In various scenarios, the proposed method achieved the most superior generalization performance and fairness.
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