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Abstract

Few-Shot Class Incremental Learning (FSCIL) is a task
that requires a model to learn new classes incrementally
without forgetting when only a few samples for each class
are given. FSCIL encounters two significant challenges:
catastrophic forgetting and overfitting, and these challenges
have driven prior studies to primarily rely on shallow mod-
els, such as ResNet-18. Even though their limited capac-
ity can mitigate both forgetting and overfitting issues, it
leads to inadequate knowledge transfer during few-shot in-
cremental sessions. In this paper, we argue that large mod-
els such as vision and language transformers pre-trained on
large datasets can be excellent few-shot incremental learn-
ers. To this end, we propose a novel FSCIL framework
called PriViLege, Pre-trained Vision and Language trans-
formers with prompting functions and knowledge distilla-
tion. Our framework effectively addresses the challenges
of catastrophic forgetting and overfitting in large models
through new pre-trained knowledge tuning (PKT) and two
losses: entropy-based divergence loss and semantic knowl-
edge distillation loss. Experimental results show that the
proposed PriViLege significantly outperforms the existing
state-of-the-art methods with a large margin, e.g., +9.38%
in CUB200, +20.58% in CIFAR-100, and +13.36% in
miniImageNet. Our implementation code is available at
https://github.com/KHU-AGI/PriViLege.

1. Introduction
We humans have an exceptional ability to quickly compre-
hend novel concepts from only a small amount of data. To
grant this ability for deep neural networks, Few-Shot Class
Incremental Learning (FSCIL), introduced in [33] first, im-
itates a way of learning that closely resembles that of hu-
man learning. FSCIL typically comprises a base session
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and incremental sessions. During the base session, a net-
work learns numerous classes with sufficient training data,
while in the incremental sessions, it trains novel classes
with few-shot training data per each class. Given the re-
stricted amount of data in incremental sessions, an effective
transfer of diverse knowledge learned in the base session is
crucial in FSCIL.

In FSCIL, there are two significant challenges: catas-
trophic forgetting [20] and overfitting [33]. Catastrophic
forgetting occurs while the network learns new classes se-
quentially, i.e., the network severely forgets the previously
learned knowledge. On the other hand, overfitting arises
when the network overly focuses on a limited set of train-
ing data, resulting in a degradation of overall performance.
To address these challenges, previous studies mainly have
utilized shallow models like Resnet-18 [12, 39, 40]. The
advantage of adopting a shallow model lies in its limited
number of learnable parameters, making it effective for mit-
igating forgetting through partial freezing and curbing over-
fitting. However, the limited capacity of the shallow model
hinders capturing and transferring sufficient domain knowl-
edge from the base session to the incremental sessions.

Recently, large pre-trained models like Vision Trans-
former (ViT) [3] and Contrastive Language-Image Pre-
training (CLIP) [26] are widely used in computer vision
due to their promising adaptability and performance. In
that sense, large pre-trained models can effectively learn
and transfer domain knowledge from the base session, over-
coming limitations in transferability associated with shal-
low models. However, finetuning large pre-trained models
is prone to forget the useful pre-trained knowledge, while
freezing the models hinders the acquisition of domain-
specific knowledge during the base session. This inherent
trade-off between preserving the pre-trained knowledge and
acquiring new domain-specific knowledge hinders their use
in FSCIL.

To investigate the challenges and applicability of large
models in FSCIL, we conducted 5-way 5-shot experiments
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Figure 1. 5-way 5-shot FSCIL experiments on CIFAR-100.

on CIFAR-100 [14], using a Vision Transformer base (ViT-
B) pre-trained on ImageNet-21K [28]. We applied this pre-
trained model to existing FSCIL methods [12, 40]. As
shown in Figure 1, we find that directly applying the ViT
backbone to existing methods is ineffective in FSCIL. In
detail, selectively freezing parameters (WaRP [12]) leads
to severe forgetting during incremental sessions. On the
other hand, freezing the entire network (CEC [40]) some-
what alleviates forgetting during the incremental sessions,
but struggles to capture the useful knowledge in all the ses-
sions. To sum up, existing FSCIL methods based on the
large pre-trained model still show large performance drop
due to catastrophic forgetting and the loss of transferability.

Recently, the methods utilizing prompt tuning [16]
(L2P [37]) or prefix tuning [17] (Dualprompt [36]) based on
the pre-trained ViT show promising performances in Class
Incremental Learning (CIL). To further clarify the applica-
bility of these methods in FSCIL, we conducted the exper-
iments under the same setup in Figure 1. We observed that
despite of effectively utilizing the large pre-trained model
through prompting functions, these methods exhibit inferior
performances compared to existing FSCIL methods. We at-
tribute this to the limited number of learnable parameters in
the prompt , which hinders effective knowledge transfer to
incremental sessions. In other words, the sole utilization of
prompting functions to the pre-trained ViT is inadequate for
transferring the sufficient domain knowledge in FSCIL.

In this paper, we argue that large models such as vision
and language transformers pre-trained on large datasets
can be excellent few-shot incremental learners. To this end,
we propose a new FSCIL framework based on Pre-trained
Vision and Language transformers with prompting func-
tions and knowledge distillation, called PriViLege. Our
framework includes newly proposed Pre-trained Knowl-
edge Tuning (PKT), which is a simple yet effective ap-
proach to preserve the pre-trained knowledge of large mod-

els while learning the domain-specific knowledge effec-
tively. Specifically, our PKT selectively trains specific lay-
ers with a new prompt modulation approach to prevent
severe forgetting and enhance the knowledge acquisition
of prompt. To strengthen the discriminative representa-
tion learning during the base session, we introduce a novel
entropy-based divergence loss. In addition, we propose a
new knowledge distillation, utilizing the pre-trained lan-
guage model (PLM) to transfer semantic knowledge from
the language space to the visual space. Through extensive
experiments, we demonstrate that our framework enables
the pre-trained large models to effectively serve as few-shot
incremental learners with significant improvement.
Our main contributions can be summarized as follows:
• To address the challenges of adopting large pre-trained

models in FSCIL, we propose a novel framework PriV-
iLege, Pre-trained Vision and Language transformers
with prompting functions and knowledge distillation.

• We propose a new pre-trained knowledge tuning (PKT),
which is designed to obtain domain knowledge effectively
during the base session while preserving the useful pre-
trained knowledge.

• To enhance the discriminative power during the base ses-
sion and transfer the knowledge into the incremental ses-
sions, we propose a new entropy-based divergence loss.

• We propose a semantic knowledge distillation loss to
enhance representation learning by distilling semantic
knowledge captured from the pre-trained language model.

• Comprehensive experiments show that our framework
achieves overwhelming performance gains in the FSCIL
benchmarks compared to state-of-the-art models.

2. Related Work

Few-Shot Class Incremental Learning. Few-shot class
incremental learning (FSCIL) is a sort of class incremental
learning but is more challenging since a model is able to
learn novel classes with only few training samples. Among
many previous approaches for FSCIL [34], dynamic net-
work structure-based methods [29, 33, 38, 40] adjust the
network structures themselves during training, while pre-
serving the severe forgetting of the previous knowledge.
Feature and feature space-based methods [2, 12, 23, 30, 41,
42] enable the model to adapt to new classes better and im-
prove the generalization ability of feature extractors for new
classes. Prototype-based methods [6, 19, 39] aim to align
prototypes with classifier weights to enhance the classifi-
cation performance. However, prior methods primarily ad-
dress forgetting and overfitting in shallow networks, lead-
ing to marginal performance improvements given the lim-
ited model capacity. In this paper, we adopt large models
such as the pre-trained ViT and CLIP for FSCIL and in-
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troduce how to utilize them effectively to overcome major
challenges of FSCIL.

Prompt Engineering for Vision Transformer. Prompt
tuning [16] and prefix tuning [17] are widely used for
prompt engineering in vision transformer. Prompt tuning
adds learnable prompts to the input sequence, while pre-
fix tuning directly influences attention patterns by append-
ing prompts to the key and value for task-specific knowl-
edge acquisition. Vision transformers utilizing prompt engi-
neering show remarkable performances in class incremen-
tal learning. L2P [37] and Dualprompt [36] utilize prompt
and prefix tunings for each to learn new classes while
freezing the pre-trained ViT. L2P and Dualprompt lever-
ages randomly initialized prompts for prompt engineering.
Some recent approaches [9, 31, 32] have suggested meth-
ods for generating prompts to adapt the domain space for
effective continual learning. CODA-Prompt [31] requires
a collection of prompt components that are combined with
input-dependent weights to generate input-specific prompts.
APG [32] and DAP [9] utilize prompt generators compris-
ing multiple components, including cross-attention layers,
groups of learnable parameters, and linear layers. These
prompt-generating methods demand extra components and
training costs for the prompt generator. Unlike exist-
ing prompt-generating methods that necessitate additional
learnable components for prompt generation, we propose
a lightweight modulation approach for prompt. This ap-
proach significantly reduces the requirement of extra train-
able components, and at the same time, it enhances the rep-
resentation learning of prompt.

Semantic Guidance from Language Models. The uti-
lization of language embeddings for effective learning of
novel classes has been extensively explored in the context
of generalized zero-shot learning [1, 25]. Recently, a trial
by [11] investigates the use of language guidance for en-
hancing representation learning in continual learning. In
the field of FSCIL, various approaches have incorporated
additional language information, particularly class names,
to improve representation learning in the base session. For
instance, [42] addresses the drift of classifier weights by cal-
ibrating the encoded language information between existing
and new classes. Furthermore, [2] proposes a regulariza-
tion method leveraging the relational information derived
from class word embeddings extracted from the GloVe net-
work [24].

3. Method
Formulation of Few-Shot Class Incremental Learning.
In FSCIL, the training dataset D = {D0,D1, ...,DT } are
sequentially given, where D0 is the dataset for the base ses-

sion, Dt = {(xi, yi)}
|Dt|
i=1 is the dataset for the t-th incre-

mental session, 1 ≤ t ≤ T , and T is total number of in-

cremental sessions, respectively. Here, D0 for the base ses-
sion generally has a large label space C0 and enough train-
ing data for each class c ∈ C0. On the other hand, Dt for
the incremental session has only few training samples per
each class, i.e., |Dt| = k · |Ct|, where |Ct| is total num-
ber of novel classes for the t-th task and k is the number of
samples per novel class. There is no class overlap between
sessions, and at each session, the model can access the cur-
rent dataset only. In this setting, the goal of FSCIL is to
enable the model to incrementally learn new classes from
a few samples, while preserving the classification ability of
all previously encountered classes.

Method Overview. Figure 2 provides an overview of
the proposed method, where the pre-trained Vision Trans-
former (ViT) serves as the backbone network. To re-
fine the pre-trained knowledge of ViT, we introduce a
novel Pre-trained Knowledge Tuning (PKT) (Section 3.1).
PKT involves training a base prompt (B-Prompt), a vision-
language prompt (VL-Prompt), and selected layers of ViT,
thereby enhancing the transferable knowledge for incre-
mental sessions. Additionally, to strengthen the discrimina-
tive ability during the base session, we propose an entropy-
based divergence loss (Section 3.2) for a vision token in VL-
Prompt. Finally, we introduce a semantic knowledge distil-
lation loss (Section 3.3) to transfer the semantic knowledge
into a language token in VL-Prompt, improving the repre-
sentation learning of our model. For stable learning in the
few-shot environment, we utilize prototypes of each class
as a classifier.

3.1. Pre-trained Knowledge Tuning

Recently, the large pre-trained ViT based on prompting
functions [21, 36, 37] shows remarkable performance in
class incremental learning. However, the effective inte-
gration of large pre-trained ViT into FSCIL remains un-
explored. Existing methods adopting the pre-trained ViT
struggle with issues such as catastrophic forgetting and
overfitting. Furthermore, previous prompt-based methods
face challenges in transferring sufficient knowledge to the
incremental sessions due to the limited prompt size.

In this paper, we explore how to adapt the powerful pre-
trained ViT to the FSCIL task effectively. To this end, we
introduce a novel approach termed Pre-trained Knowledge
Tuning (PKT), which selectively fine-tunes specific layers
using additional prompts to acquire domain-specific knowl-
edge during the base session. In PKT, we specifically up-
date the initial L layers of the pre-trained ViT fθ, where
L is a hyperparameter representing the number of layers
to be updated. Through empirical analysis, we determined
the optimal number of layers to be updated, e.g., the first
two layers (L = 2) in ViT-B. Since we freeze most lay-
ers in ViT, the pre-trained knowledge remains helping in-
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Figure 2. Overall framework of our method. In the base session, the newly proposed PKT trains the B-Prompt, VL-Prompt, and selected
layers in the pre-trained ViT. LED drives the vision token in VL-Prompt to enhance discriminative ability for better classification. LSKD

leverages language embeddings to provide semantic knowledge to the language token in VL-Prompt.

cremental learning without forgetting. The updated ViT is
frozen after the base session to preserve domain-specific
knowledge and transfers the learned knowledge to incre-
mental sessions. Since we freeze most of the layers, ef-
fective learning of domain-specific knowledge becomes a
challenge. To address this limitation, we introduce two key
prompts: the base prompt (B-Prompt) denoted as PB ∈
RL×2×D, where D represents the embedding dimension,
and the vision-language Prompt (VL-Prompt) denoted as
PV L ∈ R2×D. B-Prompt is tailored to capture domain-
specific knowledge while selectively fine-tuning some lay-
ers at the base session. B-Prompt facilitates the transfer of
domain-specific knowledge to incremental sessions. Mean-
while, VL-Prompt, consisting of both vision and language
tokens, is designed to transfer positive knowledge from all
previous sessions to the next. We train B-Prompt and VL-
Prompt using the prefix tuning and the prompt tuning, re-
spectively. Through the utilization of both prefix tuning and
prompt tuning, we are able to tailor the training of B-Prompt
and VL-Prompt to their respective purposes.

However, since prefix tuning has a limitation of updating
B-Prompt as mentioned in [4, 5] which is the slow adapta-
tion speed of learnable prompts, B-Prompt cannot properly
learn domain-specific knowledge and can be ignored by the
fine-tuned layers. To overcome this, we propose new modu-
lation prompts PM to assist B-Prompt. Modulation prompts
contain a head-specific prompt PS

M and a generic prompt
PG
M , which are obtained from the multi-head self-attention

(MSA) layer and the followed MLP layer of the pre-trained
ViT, respectively. The formulation of modulation prompts

is as follows:

hMSA = MSA(hQ, hK , hV ), (1)

PS
M = [gS1 (h

MSA
1 ); ... ; gSH(hMSA

H )], (2)

hMLP = MLP(hMSA), (3)

PG
M = gG(hMLP ), (4)

where H denotes the number of heads in the MSA layer,
hMSA and hMLP denote the outputs for each layers, gS =
{gS1 , · · · , gSH} and gG denote point-wise convolution layers
for PS

M and PG
M , respectively. We extract the feature vec-

tors from the ViT layers and generate modulation prompts
through 1×1 convolution layers to align with the B-Prompt.

Through the pre-trained layers and input data, both the
head-specific prompt and generic prompt enhance feature
knowledge. These modulation prompts can scale the B-
Prompt, enlarging its feature vector depending on the in-
put data. The modulation prompts assist the B-Prompt in
capturing domain-specific knowledge by enlarging feature
vectors. The process of prefix tuning of PKT is as follows:

P̄
′

K = PS
M ⊙ PK

B , (5)

P̄
′

V = PG
M ⊙ PV

B , (6)

h̄out = MSA([PQ
V L;hQ], [P̄

′

K ;hK ], [P̄
′

V ;hV ]), (7)

where h̄out denotes the output of the PKT, and hQ,hK , and
hV denote the input query, key, and value, respectively.

In summary, our PKT provides two main advantages: 1)
it effectively learns base session knowledge by introducing
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additional plasticity in the first L layers and incorporating
extra prompts, and 2) by scaling the B-Prompt through the
modulation prompts, PKT promotes the update of the B-
Prompt. This boosts the B-Prompt to learn useful domain-
specific knowledge along with the pre-trained ViT. Empiri-
cal results demonstrate that PKT significantly enhances per-
formance, facilitating the positive knowledge transfer in in-
cremental sessions.

3.2. Entropy-based Divergence Loss

During the training of prompts and selected layers using
PKT, our model effectively acquires the domain knowl-
edge, for its positive transfer during incremental sessions.
To embed multi-perspective knowledge, we involve the vi-
sion token along with the [CLS] token for the classifica-
tion through average pooling. However, since these two
tokens share the same objective, their output features be-
come similar as training progresses, which hinders the ef-
fective training of the vision token. To strengthen the dis-
criminative power of the vision token itself, we propose
a new regularization term, called an entropy-based diver-
gence loss (LED).

To calculate LED, we first construct a prototype classi-
fier ψ ∈ R|C0|×D that consists of prototypes for the base
session classes. For each base class cj , where cj ∈ C0, and
j ∈ {1, 2, ..., |C0|}, the prototype protocj ∈ RD is the av-
erage vector of all the output features extracted by the [CLS]
token passing through the pre-trained ViT. Therefore, the
prototype classifier ψ can be represented as follows:

protocj =
1

Ncj

Ncj∑
k=1

f clsk , (8)

ψ = [protoc1 ; protoc2 ; ... ; protoc|C0|
], (9)

where Ncj is the number of training samples for the class
cj . Using the prototype classifier ψ, we then calculate the
logits ŷclsi = ψ(f clsi ) and ŷvisi = ψ(fvisi ) corresponding
to the [CLS] and vision tokens, respectively. At this time,
the prototype classifier ψ is not trainable to serve the stable
basis to calculate the loss function. Finally, we use ŷclsi and
ŷvisi with the label yi to define the entropy-based divergence
loss LED as follows:

LED = log(
LCE(ŷi

vis, yi) + LCE(ŷi
cls, yi)

LKL(δ(ŷvisi ), δ(ŷclsi ))
+ 1), (10)

where LCE is the cross entropy loss, LKL is the Kullback-
Leibler divergence loss [15], and δ(·) is a softmax func-
tion. To minimize LED, our model learns to minimize
both LCE(ŷi

vis, yi) and LCE(ŷi
cls, yi), and maximize

the LKL(δ(ŷ
vis
i ), δ(ŷclsi )). In other words, the proposed

entropy-based divergence loss guides the vision token to
gain the discriminative knowledge itself, while separating

the embedded knowledge of the vision token from the one
of the [CLS] token. Through LED, our model can cap-
ture the domain-specific knowledge effectively using the vi-
sion token at the base session and provide this transferable
knowledge for the incremental sessions.

3.3. Semantic Knowledge Distillation Loss

Even though the transferred knowledge from the base ses-
sion to the incremental sessions is abundant and useful, it
is still challenging to learn the exact representations for
novel classes from few-shot training samples. To alleviate
this issue, it is required to provide external knowledge re-
lated to the novel classes for better adaptation. To this end,
we introduce a new semantic knowledge distillation loss
(LSKD) to provide additional semantic knowledge by us-
ing the pre-trained language model (PLM), e.g., BERT [10].
Through the language embeddings from PLM utilizing the
class names given as labels, we can provide useful semantic
knowledge to our proposed model.

To achieve the goal of semantic knowledge distilla-
tion, we first get the language embedding feature wcni

=
fφ(wordcni

), where fφ is PLM and wordcni
is the class

name prompted as “a photo of [cni]”, corresponding to the
class cni. Meanwhile, we also acquire the output feature
f langi = fθ(xi)[2] corresponding to the language token in
VL-Prompt using the ViT backbone. To distill the semantic
knowledge from the language embedding feature wcni

to
the language token feature f langi , we adopt the knowledge
distillation loss (LKD) from [7]. However, these two fea-
tures come from totally different embedding spaces, i.e., vi-
sual feature space, and language embedding space, respec-
tively, solely applying the distillation loss to match two dif-
ferent distributions may be ineffective.

To overcome this issue, we utilize the prototype classi-
fier ψ once again as a stable basis to regulate the output
feature of the language token. Specifically, we input the
language token feature f langi into the prototype classifier ψ,
denoted as ŷlangi = ψ(f langi ), to compute the cross-entropy
loss. We utilize the cross-entropy loss (LCE) to minimize
the distribution difference between the visual feature space
and the language embedding space. We then define seman-
tic knowledge distillation loss LSKD by adding two losses
as follows:

LSKD = LKD(f langi , wcni) + γ · LCE(ŷ
lang
i , yi), (11)

where γ is the balancing hyperparameter for LCE . The sec-
ond term in LSKD prevents f langi from diverging to the un-
desirable feature representation using the true label yi. We
used γ = 0.1 for all of our experiments.

To sum up, the proposed semantic knowledge distilla-
tion loss LSKD enables our model to distill the useful se-
mantic knowledge from the language embedding space into
the visual feature space to provide additional information
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Dataset CUB200 CIFAR-100 miniImageNet

Method ABase ALast AAvg ABase ALast AAvg ABase ALast AAvg

Fine-Tuning + Proto ψ 84.21±0.13 3.79±1.47 21.60±1.32 91.36±0.15 5.19±0.13 37.04±1.06 93.67±0.02 9.87±5.42 44.60±0.92

CEC [CVPR’21] 75.40±8.01 65.70±8.03 72.41±1.18 74.20±2.03 61.48±3.33 67.10±2.92 87.43±5.90 80.74±7.51 83.06±7.14

L2P [CVPR’22] 44.97±2.32 15.41±3.45 24.99±4.30 83.29±0.50 49.87±0.31 64.08±0.39 94.59±0.21 56.84±0.32 72.97±0.36

DualPrompt [ECCV’22] 53.37±1.83 23.25±2.02 36.30±2.39 85.11±0.29 50.93±0.21 65.45±0.27 95.05±0.20 57.14±0.11 73.31±0.15

NC-FSCIL [ICLR’23] 78.49±2.32 38.80±1.14 57.92±1.71 89.51±0.23 53.70±0.14 68.96±0.17 77.25±0.42 46.35±0.25 59.52±0.33

WaRP [ICLR’23] 67.74±5.57 49.36±6.56 55.85±6.06 86.20±1.46 65.48±1.87 74.55±1.67 83.30±1.06 67.97±1.28 74.13±1.08

PriViLege (Ours) 82.21±0.35 75.08±0.52 77.50±0.33 90.88±0.20 86.06±0.32 88.08±0.20 96.68±0.06 94.10±0.13 95.27±0.11

Table 1. Comparison of the performance on CUB200, CIFAR-100, and miniImageNet. CUB200 has a 10-way 5-shot incremental setup,
and CIFAR-100 and miniImageNet have a 5-way 5-shot incremental setup. We report the best as bold and the second-best as underlined.

during the few-shot incremental sessions. It is beneficial to
mitigate the challenge of representation learning from the
few-shot data. Moreover, LSKD drives the network to learn
abundant base knowledge using enough classes in the base
session, which leads to positive knowledge transfer for the
incremental sessions.

The total loss for the base session (Lbase) can be sum-
merized as follows:

Lbase = LCE(ŷi, yi) + α · LED + β · LSKD, (12)

where α and β are the scaling factors for entropy-based di-
vergence loss and semantic knowledge distillation loss. In
the incremental sessions, we do not use the entropy-based
divergence loss since a few samples are not enough to learn
discriminative features. Therefore, the total loss for the in-
cremental sessions (Linc) can be expressed as follows:

Linc = LCE(ŷi, yi) + β · LSKD. (13)

4. Experiments
4.1. Experimental Settings
Datasets and Metrics. We evaluated our method with the
SOTA FSCIL methods on three datasets: CIFAR-100 [14],
miniImageNet [27], and CUB200 [35]. As shown in Ta-
ble 2, we followed the same split configuration proposed
by [33] in all datasets. We evaluated the performance by
measuring the accuracy of the base session ABase, last ses-
sion ALast, and the average accuracy of all the sessions
AAvg . We conducted 5 simulations under different random
seeds and reported the averages.

Baselines and Implementation Details. We consid-
ered the following recent FSCIL methods as baselines:
CEC [40], WaRP [12], and NC-FSCIL [39]. We also set
L2P [37] and DualPrompt [36] as baselines to compare the
methods using ViT. For the backbone network, we used a
ViT-B/16 [3] pre-trained by ImageNet-21K [28] for all the

Session CUB200 CIFAR-100 miniImageNet
Base 100 60 60

Incremental 10-way 5-shot 5-way 5-shot 5-way 5-shot
# of sessions 1+10 1+8 1+8

Table 2. Configuration settings for FSCIL benchmarks on CUB-
200, CIFAR-100, and miniImageNet.

methods including ours. We used BERT-base [10] to ex-
tract the word class embeddings. We set the first two layers
as trainable for the pre-trained knowledge tuning. We set
0.5 for both α and β. We used Adam optimizer [13], co-
sine annealing scheduler [18], and the learning rate as 2e-4.
We trained our method using an RTX 3090 GPU and set the
batch size as 128. We trained 5 epochs for the base session
and 3 epochs for the incremental sessions.

4.2. Main Experimental Results
We reported the base, last, and average accuracy of
CUB200, CIFAR-100, and miniImageNet, respectively, in
Table 1. As shown in Table 1, our method, PriViLege, sur-
prisingly overwhelmed all the baselines with a large mar-
gin on all the datasets compared with SOTA methods in
FSCIL. Our proposed methods using ViT-B/16 reported
an about +9.38% performance enhancement in ALast and
about +5.09% in AAvg against CEC on CUB200. Our
method also showed outstanding performance in CIFAR-
100 where our proposed methods reported about +20.58%
in ALast and about +13.53% in AAvg against WaRP. Also,
compared with prompt-based methods such as L2P and Du-
alPrompt, our novel method, PriViLege, reported powerful
performance enhancement. Our experiments consistently
revealed notable enhancements in ALast and ABase across
all datasets. The emphasis on effective domain knowledge
learning and transferability enhancement through PriVi-
Lege, incorporating PKT, LED, and LSKD, contributes to
its outstanding performance.

It is noteworthy that our method, PriViLege, showed
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Dataset CUB 200
Ablation ABase ALast AAvg

Baseline 84.21±0.13 3.79±1.47 21.60±1.32
PKT 79.06±0.77 70.81±0.76 73.36±0.77

PKT + LED 80.31±0.54 72.70±0.45 75.04±0.40
PKT + LSKD 82.10±0.57 73.44±0.40 76.27±0.30

Ours 82.21±0.35 75.08±0.52 77.50±0.33

Table 3. Ablation experiment on CUB 200. The baseline denotes
fine-tuning pre-trained ViT with prototype classifier ψ.

Dataset CUB 200
# of Layers ABase ALast AAvg

0 Layers 76.07±0.56 60.19±1.11 67.08±0.71
2 Layers 79.06±0.77 70.81±0.76 73.36±0.77
5 Layers 78.42±0.84 68.52±0.84 71.99±0.84
7 Layers 76.96±0.74 63.15±2.73 68.06±1.54
10 Layers 74.95±0.78 57.78±2.30 64.19±1.59
12 Layers 73.62±2.72 56.02±1.47 62.71±2.14

Table 4. Further study on the number of tuned layers on CUB200.

significant performance improvement on CUB200. Given
the fewer samples per class in CUB200, learning sufficient
knowledge in the base session and transferring it to incre-
mental sessions becomes challenging. However, our pro-
posed method demonstrated improved performance across
all metrics on CUB200. This underscores that the ability of
PriViLege to capture effective domain-specific knowledge
and transfer the knowledge into incremental sessions helps
the successful application of ViT in FSCIL.

4.3. Ablation Study
We conducted an ablation study on CUB200 to validate our
method. We set fine-tuning pre-trained ViT with a proto-
type classifier ψ as the baseline. Table 3 illustrates the
performance comparison of each component. PKT exhib-
ited notable enhancements in ALast and AAvg , showcas-
ing the effectiveness of our proposed tuning approach in
transferring domain-specific knowledge to incremental ses-
sions. Despite limited fine-tuning layers by freezing most
layers, our PKT showed only a slight decline inABase com-
pared to the baseline. This underscores that PKT can ef-
fectively capture domain-specific knowledge. Furthermore,
our proposed losses, entropy-based divergence loss, and se-
mantic knowledge distillation loss, demonstrated promising
performance. Applying the entropy-based divergence loss
resulted in a performance enhancement of approximately
+1.89% in ALast and +1.68% in AAvg . Similarly, the se-
mantic knowledge distillation loss recorded improvements
of about +2.63% in ALast and approximately +2.91% in
AAvg when compared to the sole application of PKT. In
conclusion, our method, PriViLege, demonstrated outstand-
ing performance with significant margins compared to the
baselines.

Figure 3. CLIP performance on CIFAR-100. We compare our
proposed methods with zero-shot performance of CLIP and CEC.

4.4. Analysis
PriViLege on Pre-trained CLIP Network. To evaluate
the adaptability of our proposed method, PriViLege, we
compared our method with the zero-shot performance of
CLIP [26]. To integrate PriViLege with CLIP, we exclu-
sively trained the vision encoder of CLIP and employed
a text encoder to extract language embedding features for
the semantic knowledge distillation loss. Additionally, we
compared the performance of the existing method, CEC,
with the zero-shot performance in CLIP.

As shown in Figure 3, We noticed that while the exist-
ing method, CEC, exhibited inferior performance compared
to zero-shot performance, our novel method demonstrated
outstanding results in contrast to zero-shot performance.
Specifically, we observed that the proposed entropy-based
divergence loss and semantic knowledge distillation loss
significantly contributed to notable performance enhance-
ments. Given that CLIP is pre-trained with a contrastive
approach involving both vision and language data, our pro-
posed entropy-based divergence loss can contribute to im-
proved representation knowledge by enhancing discrimina-
tive knowledge. Moreover, since CLIP already incorpo-
rates language embedding features, the semantic knowledge
distillation loss effectively provides external knowledge for
better adaptation. Our experiments revealed that our pro-
posed method is applicable to CLIP and can show outstand-
ing performance within this framework.

Layer Tuning Ablation for PKT. We studied further
experiment on CUB200 to find out how many layers to
be tuned for the proposed PKT. As shown in Table 4,
fine-tuning the first 2 layers with additional prompts in
PKT showed best performance across all metrics. This
approach effectively captures domain-specific knowledge
while preserving pre-trained knowledge. It is noteworthy
that the absence of layer tuning resulted in inferior perfor-
mance in ABase and ALast due to the limited capacity to
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(a) w/o LED (b) w/ LED

Figure 4. Feature space visualization on CUB200 to validate the
efficacy of LED .

learn domain-specific knowledge. Moreover, an increase
in the number of learnable layers led to a decline in both
ABase and ALast. It demonstrate that when the number of
learnable layers is sufficient for capturing domain-specific
knowledge, additional randomly initialized prompts may
impede representation learning.

Visualization to Validate Entropy-based Divergence
Loss. To evaluate the effectiveness of the entropy-based
divergence loss (LED), we conducted additional exper-
iments to visualize the feature space. The purpose of
entropy-based divergence loss is to enhance the discrimina-
tive ability of the pre-trained ViT. We compared the feature
space with and without the application of entropy-based di-
vergence loss. Figure 4a displays the result without LED,
while Figure 4b shows the result with LED.

As shown in Figure 4a, we observed certain classes with
unclear decision boundaries, such as “Herring Gull” and
“Ivory Gull”. However, the application of the proposed
entropy-based divergence loss clarifies the classification of
these similar classes, as illustrated in Figure 4b. This re-
sult leads us to conclude that our proposed entropy-based
divergence loss enhances the discriminative ability between
similar classes. The improved discriminative power of the
pre-trained ViT can contribute to the effective capture of
domain-specific knowledge in the base session and it helps
incremental session learning.

Efficacy of Semantic Knowledge Distillation. We intro-
duced semantic knowledge distillation loss (LSKD), uti-
lizing language embeddings from a pre-trained language
model to incorporate additional semantic knowledge. To
evaluate the effectiveness of semantic knowledge distilla-
tion loss, we compared class-wise performance using a met-
ric ∆diff , which represents the performance difference be-
tween results with and without LSKD.

In Figure 5, we observed fluctuated performance with
and without LSKD. For simplicity, we reported the top-
10 classes with the most significant improvement and the
bottom-10 classes with the most notable decline. As shown
in Figure 5, the top-10 classes exhibited an enhanced perfor-

Figure 5. Class-wise accuracy on CUB200 to compare the perfor-
mance of with and without LSKD .

mance of about 19.90%. This improvement is noteworthy,
even when considering that the bottom-10 classes showed
a decrease of about −6.76%. Particularly, It is noteworthy
that the names of the top-10 classes include color-related
terms (e.g., red, green, yellow, and white) and shape de-
scriptors (e.g., headed, tailed, palm, billed, pelagic, and
fish). This observation underscores the high effectiveness
of our LSKD, especially when the class names incorporate
characteristic information. This effectiveness is especially
valuable in the fine-grained dataset such as a CUB200.

5. Conclusion
In this study, we introduced a novel Few-Shot Class Incre-
mental Learning (FSCIL) method using large pre-trained
vision and language transformers, coined PriViLege. We
addressed severe issues of catastrophic forgetting and over-
fitting in Vision Transformer (ViT) through Pre-trained
Knowledge Tuning (PKT), entropy-based divergence loss,
and semantic knowledge distillation loss. Our proposed
method, PriViLege, achieved significant performance im-
provements across all benchmarks, and we demonstrated
our framework can be applicable to different pre-trained
models, including ViT and CLIP. We believe our PriViLege
sheds light on a new research direction utilizing large mod-
els in FSCIL research. As future work, we will explore how
to apply pre-trained large models effectively to a challeng-
ing FSCIL scenario without the base session.
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