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Abstract

Pre-trained vision-language models have shown impres-
sive success on various computer vision tasks with their
zero-shot generalizability. Recently, prompt learning ap-
proaches have been explored to efficiently and effectively
adapt the vision-language models to a variety of down-
stream tasks. However, most existing prompt learning meth-
ods suffer from task overfitting since the general knowl-
edge of the pre-trained vision language models is forgot-
ten while the prompts are finetuned on a small data set
from a specific target task. To address this issue, we pro-
pose a Prompt Meta-Regularization (ProMetaR) to im-
prove the generalizability of prompt learning for vision-
language models. Specifically, ProMetaR meta-learns both
the regularizer and the soft prompts to harness the task-
specific knowledge from the downstream tasks and task-
agnostic general knowledge from the vision-language mod-
els. Further, ProMetaR augments the task to gener-
ate multiple virtual tasks to alleviate the meta-overfitting.
In addition, we provide the analysis to comprehend how
ProMetaR improves the generalizability of prompt tuning
in the perspective of the gradient alignment. Our exten-
sive experiments demonstrate that our ProMetaR improves
the generalizability of conventional prompt learning meth-
ods under base-to-base/base-to-new and domain general-
ization settings. The code of ProMetaR is available at
https://github.com/mlvlab/ProMetaR.

1. Introduction
Foundational vision-language models (VLMs) have estab-
lished their precedence in various computer vision appli-
cations such as object detection [10, 12, 15, 76], image
classification [52, 57, 72], segmentation [42], and cap-
tioning [37, 45, 75]. Represented by CLIP [52] and
ALIGN [24], these models are pre-trained on millions of
image-text pairs with contrastive loss, creating a shared,
well-aligned joint embedding space for vision and lan-
guage. They have demonstrated their generalization abili-
ties in zero-shot image recognition and object detection.
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Figure 1. Performance comparison of ProMetaR with prompt
learning methods (Zero-shot CLIP, CoOp, CoCoOp, IVLP (base
method), and ProMetaR (Ours)) under the base-to-base/base-to-
new setting. We measure average accuracy on the base classes (a)
and new classes (b) over 11 datasets. The red dotted line indicates
the performance of the zero-shot CLIP.

Despite the effectiveness of VLMs on zero-shot image
recognition, they suffer from time-consuming manual text
prompting for each task, which is inefficient and requires
human efforts and prior knowledge. Prompt tuning meth-
ods such as Context Optimization (CoOp) [78] have arisen
as a new paradigm that uses a small number of learnable
vectors (soft prompts) instead of manual prompting. They
efficiently and effectively adapt models to downstream tasks
by optimizing only a small number of learnable vectors (soft
prompts) while keeping VLMs frozen. In recent, some
works [26, 32] further enhance the performance by applying
prompt tuning to both image and text modalities. Prompt
tuning methods enhance traditional generalization capabil-
ities showing good performance on trained tasks with only
a few samples. However, as the soft prompts tend to prior-
itize task-specific knowledge, they easily overfit the target
task and show poor task generalization abilities. In other
words, they have difficulty in generalizing on new tasks, re-
sulting in worse performance than CLIP in data-deficient
settings. From Figure 1, standard prompt learning meth-
ods (CoOp, CoCoOp, and IVLP) show worse performance
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than zero-shot CLIP on the unseen (new) classes during the
training, while they perform well on the seen (base) classes.

One remedy to alleviate the task overfitting is learn-
ing the learnable prompts with the regularizer. However,
the regularizers are not always beneficial for all the tasks,
and it is nontrivial to manually balance the strength of
the downstream loss (i.e., contrastive loss) and regular-
izer for each task. So, we propose a framework named
ProMetaR (Prompt learning via Meta Regularization) that
jointly meta-learns the regularizer and soft prompts to im-
prove the generalizability of the prompt tuning. Specif-
ically, ProMetaR learns to modulate the gradients of the
regularizer to automatically learn effective regularization
with a learnable gradient modulation function. This can be
viewed as a bi-level optimization, which can be solved with
the meta-learning algorithm. The representations learned
through the meta-learning algorithms are at a high risk
of suffering from meta-overfitting, meaning that the meta-
parameters are overfitted to a small set of validation data
(also referred to as meta-data). To address this issue, we
present task augmentation to generate diverse virtual tasks
by augmenting the validation set. We also show how
ProMetaR improves the generalizability of existing prompt-
ing methods from the perspective of gradient alignments.

Our extensive experiments validate the effectiveness
of ProMetaR under the base-to-base/base-to-new gener-
alization and domain generalization settings over 11 im-
age recognition datasets and four variants of Imagenet
datasets. In the base-to-base/base-to-new generalization
settings (Figure 1), our ProMetaR outperforms existing
prompt learning methods on 11 image recognition datasets
on the both base classes and new classes. It also outper-
forms CLIP on the new classes while improving the perfor-
mance on the base classes. These indicate that ProMetaR
is effective in both traditional generalization and task gen-
eralization. Further, ProMetaR demonstrates its competi-
tive performance under the domain generalization setting.
We also show that our ProMetaR is applicable to various
prompting methods as a general training scheme.

The contribution of our work can be summarized as:
• We propose ProMetaR, a prompt learning framework for

improving the generalizability of the prompt optimization
methods. ProMetaR meta-learns both the regularizer and
learnable prompts, incorporating task augmentation for
more effective meta-learning.

• We provide the theoretical analysis of how our ProMetaR
improves the generalizability of prompt learning ap-
proaches.

• Our experiments demonstrate the effectiveness and ro-
bustness of ProMetaR under the base-to-base/base-to-
new settings and domain generalization. Our ProMetaR
significantly improves the base prompting methods on the
seen (base) and unseen (new) tasks.

2. Related works

Meta-Learning. The goal of meta-learning, as known as
learning to learn, is to efficiently and effectively adapt
to new tasks by leveraging past learning experiences [20].
Applications of learning to learn include learning loss
functions [2, 3, 56], learning initialization for task adap-
tation [13], and few-shot learning [30, 58, 61]. Meta-
learning algorithms are typically categorized into three
types: metric-based methods [33, 58, 61, 64], memory-
based methods [19, 44, 46, 47, 55], and gradient-based
methods [14, 35, 48, 53]. After Model-agnostic meta-
learning (MAML) [13] has been proposed, gradient-based
approaches have been actively explored. But, the gradient-
based approaches are often prone to meta-overfitting due to
insufficient meta-training tasks [1, 21, 22, 29, 69, 80]. In-
spired by these works, ProMetaR automatically learns the
effective regularization in a meta-learning manner for the
generalizability of the prompting methods and address the
meta-overfitting via task augmentation.

Regularization. Regularization is a conventional technique
to prevent neural networks from overfitting and enhance
the generalization. Conventional regularization meth-
ods include constraint-based approaches like weight de-
cay [40, 73], and input-dependent or parameter-dependent
approaches such as ensembling [23, 66], dropout [60], and
data augmentation [6, 28, 50, 62, 63, 70, 74]. In this work,
we present learning to regularize the soft prompts and task
augmentation to improve the traditional generalization and
task generalization abilities.

Prompt Learning in Vision-Language Models. Prompt
learning has proven to be an effective technique in vari-
ous natural language processing tasks [34, 38, 39]. Inspired
by this success, prompt learning in vision-language models
has also been explored [41, 77]. Specifically, CoOp [78]
introduces learnable prompts, or soft prompting, which
enables efficient finetuning and adaptation of CLIP [52]
text encoder. VPT [25] proposes to optimize the prompts
in the Vision Transformer (ViT) [9]. Recently, a line of
works [5, 26, 71] presents multimodal prompt tuning meth-
ods by combining the vision and language prompts. How-
ever, many prompt learning approaches in VLMs suffer
from the over-fitting issue. Some works have been pro-
posed to address it. For example, ProGrad [79] regular-
izes the learning process by aligning the update of the soft
prompts to the the task-agnostic general knowledge of the
VLMs with the gradient alignment. UNIGRAM [36] meta-
learns the prompt initialization with a large scale of external
data to alleviate the generalizability degradation. Prompt-
SRC [27] regulates the prompt with mutual agreement max-
imization and self-ensemble. Our ProMetaR meta-learns
both learnable prompts and regularization to improve the
generalizability without using any external data.
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3. Method

We present our ProMetaR (Prompt learning via Meta
Regularization) to address the limitations of prompt learn-
ing in small data regimes. Our novel framework automati-
cally learns effective regularization via meta-learning. We
will refer to it as Meta Regularization. Remarkably, the
proposed method effectively improves the performance in
not only base tasks (traditional generalization) but also new
tasks (task generalization) to address the task overfitting
problem. We first introduce the background of prompt tun-
ing methods for the vision-language models and the meta-
learning. Second, we propose a prompt learning mechanism
via meta-regularization to address the over-fitting problems
of the prompting approaches. Finally, we provide the theo-
retical analysis of our ProMetaR to demonstrate how it en-
hances the prompt tuning methods.

3.1. Preliminaries

Prompt tuning for VLMs. CLIP [52] provides a well-
aligned image-text joint embedding space. The pre-
trained CLIP image encoder f and text encoder g can
be used for zero-shot visual recognition by construct-
ing the hard prompt. Specifically, CLIP employs text
prompts py generated by hand-crafted templates (e.g.,
“A photo of a [CLASS]”). Then, the prediction
probability can be calculated using the visual embeddings
z = f(x) and textual embeddings wy = g(py). Given Nc

classes, the predicted probability of image x to be class y is
given as:

p (y|x) = exp (sim (z,wy) /τ)∑Nc

j=1 exp (sim (z,wj) /τ)
, (1)

where sim (·, ·) denotes the cosine similarity, wy is the tex-
tual embedding of the class y, and τ is the temperature.
Even though hard prompts considerably improve CLIP’s
performance, this technique requires manual efforts to find
effective hand-crafted templates for each task, namely,
‘prompt engineering’. Instead of manually optimizing hard
prompts, ‘prompt tuning’, also known as ‘prompt learn-
ing’, approaches have been proposed to learn context vec-
tors for the textual and/or visual prompts, namely soft
prompts [25, 78]. Concretely, by inserting Nt learnable tex-
tual prompts θtxt =

{
θtxt
1 , · · · , θtxt

Nt

}
and Nv visual prompts

θvis =
{
θvis
1 , · · · , θvis

Nv

}
, the textual embedding w̃y for class

y and visual embedding z̃ are obtained as follows:

w̃y = f
([
θtxt
1 , . . . , θtxt

Nt
, cy

])
, (2)

z̃ = g
([
CLS, θvis

1 , . . . , θvis
Nv

,E
])

, (3)

where cy is the word embedding of class y, CLS denotes the
class token, and E is the image patch embeddings. With the

weights of the visual encoder f and text encoder g frozen,
the prompts are optimized with the contrastive loss:

L = −
∑
i

yi log
exp (sim (z̃i, w̃i) /τ)∑Nc

j=1 exp (sim (z̃i, w̃j) /τ)
, (4)

where yi denotes the one-hot vector for the class of the in-
put xi. With the soft prompts, prompt tuning minimizes
manual efforts, and it improves CLIP’s performance in the
downstream tasks. However, since existing prompt tuning
methods tend to focus on task-specific knowledge, they of-
ten suffer from the overfitting problem, necessitating proper
regularization, especially in small data regimes.
Meta-learning. The goal of meta-learning, commonly re-
ferred to as ‘learning-to-learn,’ is to design models that can
quickly adapt to new tasks with small data by leveraging
past learning experiences across multiple tasks [20]. Let
D denote a meta-training set that consists of training and
validation sets across tasks T , i.e., D = {{Dtr

i , D
val
i }}i∈T ,

where Dtr
i , and Dvalid

i are the traditional training and valida-
tion sets of i-th task. Then, meta-learning can be formulated
as a bi-level optimization problem given as:

min
ϕ

∑
i∈T
Lvalid(θ

∗
i (ϕ);D

val
i ) (5)

s.t. θ∗i (ϕ) = argmin
θi

Ltrain(θi;ϕ,D
tr
i ),∀i ∈ T , (6)

where Lvalid and Ltrain denote the losses for the upper-
and lower-level optimization problems, and ϕi, θi are task-
specific parameters for i-th task and meta-parameters, re-
spectively. The lower-level optimization in Eq. (6) does
the task-specific adaption/training leveraging learning ex-
periences encoded in the meta-parameters ϕ and training
set Dtr

i . The upper-level optimization in Eq. (5) searches
for meta-parameters ϕ that improve the overall validation
losses of trained task-specific parameters θ∗i (ϕ).

A seminal work, MAML [13], can be derived from the
formulation above. MAML aims at learning good initializa-
tion that is efficiently adaptable to new tasks. Let ϕ denote
the initialization of model parameters. With task-specific
loss function Li and the approximation of lower optimiza-
tion by one-step update (Eq. (8)), the meta-learning formu-
lation in (Eq. (5)) is converted into MAML’s formulation
given as:

min
ϕ

∑
i

Li(θ̂i(ϕ);D
val
i ) (7)

s.t. θ̂i(ϕ) = ϕ− α∇ϕLi(ϕ;D
tr
i ),∀i ∈ T , (8)

where α denotes the step size to adapt the initialization ϕ to
i-th task. The approximation by one-step update in Eq. (8)
enables efficient optimization without the necessity of iter-
ative optimization for lower optimization.

26942



Inner Loop

Image

Soft 
prompt

Text

Soft 
prompt

Update (Eq. (19))

Outer Loop

Image

Text

<latexit sha1_base64="Db5ynPZMhotFK/qcZ7dZjy6a63k=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rIoiMsW7ANqkWQ6rUMnD5KJUIr+gFv9NvEP9C+8M6agFtEJSc6ce8+Zuff6sRSpcpzXgrWwuLS8Ulwtra1vbG6Vt3faaZQljLdYJKOk63splyLkLSWU5N044V7gS97xx+c63rnjSSqi8EpNYt4PvFEohoJ5iqjm6KZccaqOWfY8cHNQQb4aUfkF1xggAkOGABwhFGEJDyk9PbhwEBPXx5S4hJAwcY57lEibURanDI/YMX1HtOvlbEh77ZkaNaNTJL0JKW0ckCaivISwPs028cw4a/Y376nx1Heb0N/PvQJiFW6J/Us3y/yvTteiMMSpqUFQTbFhdHUsd8lMV/TN7S9VKXKIidN4QPGEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wH7aOqe1ytNWuV+lk+6iL2sI9DmucJ6rhEAy3j/YgnPFsXlrRSK/tMtQq5ZhfflvXwAUWqj3U=</latexit>g

<latexit sha1_base64="S8VE4s8C/k3hqxAyNAfRb/+RaXM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rIoiMsW7ANqkWQ6raF5MTMRStEfcKvfJv6B/oV3xhTUIjohyZlz7zkz914/DQOpHOe1YC0sLi2vFFdLa+sbm1vl7Z22TDLBeIslYSK6vid5GMS8pQIV8m4quBf5Ie/443Md79xxIYMkvlKTlPcjbxQHw4B5iqjm8KZccaqOWfY8cHNQQb4aSfkF1xggAUOGCBwxFOEQHiQ9PbhwkBLXx5Q4QSgwcY57lEibURanDI/YMX1HtOvlbEx77SmNmtEpIb2ClDYOSJNQniCsT7NNPDPOmv3Ne2o89d0m9Pdzr4hYhVti/9LNMv+r07UoDHFqagioptQwujqWu2SmK/rm9peqFDmkxGk8oLggzIxy1mfbaKSpXffWM/E3k6lZvWd5boZ3fUsasPtznPOgfVR1j6u1Zq1SP8tHXcQe9nFI8zxBHZdooGW8H/GEZ+vCCi1pZZ+pViHX7OLbsh4+AENKj3Q=</latexit>

f

<latexit sha1_base64="8ofD/mB5SR38e1FEO1HMRkNwdY0=">AAAC1nicjVHLSsNAFD3GV32nunQTLIKrkkpRl0U3LlwoWC1oLZNxWgcnD5KJIkV34tYfcKufJP6B/oV3xghqEZ2Q5My595yZe2+QKJlp338ZcoZHRsfGSxOTU9Mzs3Nuef4gi/OUiyaPVZy2ApYJJSPR1FIr0UpSwcJAicPgfMvEDy9Emsk42tdXiWiHrBfJruRME9Vxy8ch02ecKW/npM+VTK47bsWv+nZ5g6BWgAqKtRu7zzjGKWJw5AghEEETVmDI6DlCDT4S4troE5cSkjYucI1J0uaUJSiDEXtO3x7tjgo2or3xzKya0ymK3pSUHpZJE1NeStic5tl4bp0N+5t333qau13RPyi8QmI1zoj9S/eZ+V+dqUWjiw1bg6SaEsuY6njhktuumJt7X6rS5JAQZ/ApxVPC3Co/++xZTWZrN71lNv5qMw1r9rzIzfFmbkkDrv0c5yA4WK3W1qr1vXqlsVmMuoRFLGGF5rmOBraxiyZ5X+IBj3hyWs6Nc+vcfaQ6Q4VmAd+Wc/8OMWyWfw==</latexit>

Lclip

Update
<latexit sha1_base64="b6WkND2DcPvFmY7V7rvrMg1R0J4=">AAACz3icjVHLTsJAFD3UF+ILdemmkZi4MKQUBNwR3biERMAEiGnLABNK27RTDSEat/6AW/0r4x/oX3hnLIkuiE7T9s6555yZe68duDwShvGe0paWV1bX0uuZjc2t7Z3s7l4r8uPQYU3Hd/3w2rYi5nKPNQUXLrsOQmZNbJe17fGFzLdvWRhx37sS04D1JtbQ4wPuWIKgbleMmLBO9G4w4jfZnJE/q5bNU1M38oZRMYtlGZiVklnUC4TIlUOy6n72DV304cNBjAkYPAiKXViI6OmgAAMBYT3MCAsp4irPcI8MaWNiMWJYhI7pO6RdJ0E92kvPSKkdOsWlNySljiPS+MQLKZan6SofK2eJLvKeKU95tyn97cRrQqjAiNC/dHPmf3WyFoEBqqoGTjUFCpHVOYlLrLoib67/qEqQQ0CYjPuUDyl2lHLeZ11pIlW77K2l8h+KKVG5dxJujE95SxrwfIr64qBl5gvlfKlRytXOk1GncYBDHNM8K6jhEnU0yTvAM17wqjW0O+1Be/ymaqlEs49fS3v6Av9MlBs=</latexit>

✓, �

<latexit sha1_base64="0YMLX6+68t1XJ/rets6fPAz4RHk=">AAAC13icjVHLSsNAFD2N73fVpZtgEVyVVIq6LLpxIyhYW2mrTMaxHZoXyUQspbgTt/6AW/0j8Q/0L7wzpqAW0QlJzpx7z5m597qRJxPlOK85a2x8YnJqemZ2bn5hcSm/vHKahGnMRZWHXhjXXZYITwaiqqTyRD2KBfNdT9Tc7r6O165FnMgwOFG9SLR81g7kleRMEXWRX2n6THU48/qHg/N+M+rIwUW+4BQds+xRUMpAAdk6CvMvaOISIThS+BAIoAh7YEjoaaAEBxFxLfSJiwlJExcYYJa0KWUJymDEdunbpl0jYwPaa8/EqDmd4tEbk9LGBmlCyosJ69NsE0+Ns2Z/8+4bT323Hv3dzMsnVqFD7F+6YeZ/dboWhSvsmhok1RQZRlfHM5fUdEXf3P5SlSKHiDiNLykeE+ZGOeyzbTSJqV33lpn4m8nUrN7zLDfFu74lDbj0c5yj4HSrWNoulo/LhcpeNupprGEdmzTPHVRwgCNUyfsGj3jCs3Vm3Vp31v1nqpXLNKv4tqyHD0r4l1c=</latexit>

M�

Forward
Backward

Learnable
Frozen

<latexit sha1_base64="O/Xv3zocURyoGIus8Xs0+SWwAZE=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rLoxpVUsA9piyTptA3Ni8lEqKVbf8Ctfpf4B/oX3hmnoBbRCUnOnHvPmbn3ukngp8KyXnPGwuLS8kp+tbC2vrG5VdzeaaRxxj1W9+Ig5i3XSVngR6wufBGwVsKZE7oBa7qjcxlv3jGe+nF0LcYJ64bOIPL7vucIom46oSOGbt+8vy2WrLKlljkPbA1K0KsWF1/QQQ8xPGQIwRBBEA7gIKWnDRsWEuK6mBDHCfkqzjBFgbQZZTHKcIgd0XdAu7ZmI9pLz1SpPToloJeT0sQBaWLK44TlaaaKZ8pZsr95T5SnvNuY/q72CokVGBL7l26W+V+drEWgj1NVg081JYqR1XnaJVNdkTc3v1QlyCEhTuIexTlhTylnfTaVJlW1y946Kv6mMiUr957OzfAub0kDtn+Ocx40jsr2cblyVSlVz/So89jDPg5pnieo4gI11Mk7xCOe8GxcGsKYGNPPVCOnNbv4toyHD6TRksY=</latexit>z

<latexit sha1_base64="8Dju18je0DQ+BLdId0OU9V4QlP8=">AAAC13icjVHLSsNAFD2Nr1pfsS7dBIvgqqQi6rLoxmUF+5C2lCSdtkPzIpmItRR34tYfcKt/JP6B/oV3xhTUIjohyZlz7zkz9147dHksTPM1o83NLywuZZdzK6tr6xv6Zr4WB0nksKoTuEHUsK2YudxnVcGFyxphxCzPdlndHp7KeP2KRTEP/AsxClnbs/o+73HHEkR19HxLcLfLjHHLs8TA7hk3k45eMIumWsYsKKWggHRVAv0FLXQRwEECDww+BGEXFmJ6mijBREhcG2PiIkJcxRkmyJE2oSxGGRaxQ/r2addMWZ/20jNWaodOcemNSGlglzQB5UWE5WmGiifKWbK/eY+Vp7zbiP526uURKzAg9i/dNPO/OlmLQA/HqgZONYWKkdU5qUuiuiJvbnypSpBDSJzEXYpHhB2lnPbZUJpY1S57a6n4m8qUrNw7aW6Cd3lLGnDp5zhnQW2/WDosHpwfFMon6aiz2MYO9mieRyjjDBVUyfsaj3jCs3ap3Wp32v1nqpZJNVv4trSHDxfVltc=</latexit>

z̃

<latexit sha1_base64="LjkreQ/G2S6tAK77F08L2dZwosk=">AAAC13icjVHLSsNAFD2Nr1pfsS7dBIvgqqQi6rLoxmUF+5C2lCSdtkPzIpmopRR34tYfcKt/JP6B/oV3xhTUIjohyZlz7zkz9147dHksTPM1o83NLywuZZdzK6tr6xv6Zr4WB0nksKoTuEHUsK2YudxnVcGFyxphxCzPdlndHp7KeP2KRTEP/AsxClnbs/o+73HHEkR19HxLcLfLjHHLs8TA7hnXk45eMIumWsYsKKWggHRVAv0FLXQRwEECDww+BGEXFmJ6mijBREhcG2PiIkJcxRkmyJE2oSxGGRaxQ/r2addMWZ/20jNWaodOcemNSGlglzQB5UWE5WmGiifKWbK/eY+Vp7zbiP526uURKzAg9i/dNPO/OlmLQA/HqgZONYWKkdU5qUuiuiJvbnypSpBDSJzEXYpHhB2lnPbZUJpY1S57a6n4m8qUrNw7aW6Cd3lLGnDp5zhnQW2/WDosHpwfFMon6aiz2MYO9mieRyjjDBVUyfsGj3jCs3ap3Wp32v1nqpZJNVv4trSHDxCyltQ=</latexit>

w̃

<latexit sha1_base64="WPaPbCGQzEKtcPVmTNAZc7PsBiQ=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rLoxpVUsA9piyTptA3Ni8lEKaVbf8Ctfpf4B/oX3hmnoBbRCUnOnHvPmbn3ukngp8KyXnPGwuLS8kp+tbC2vrG5VdzeaaRxxj1W9+Ig5i3XSVngR6wufBGwVsKZE7oBa7qjcxlv3jGe+nF0LcYJ64bOIPL7vucIom46oSOGbt+8vy2WrLKlljkPbA1K0KsWF1/QQQ8xPGQIwRBBEA7gIKWnDRsWEuK6mBDHCfkqzjBFgbQZZTHKcIgd0XdAu7ZmI9pLz1SpPToloJeT0sQBaWLK44TlaaaKZ8pZsr95T5SnvNuY/q72CokVGBL7l26W+V+drEWgj1NVg081JYqR1XnaJVNdkTc3v1QlyCEhTuIexTlhTylnfTaVJlW1y946Kv6mMiUr957OzfAub0kDtn+Ocx40jsr2cblyVSlVz/So89jDPg5pnieo4gI11Mk7xCOe8GxcGsKYGNPPVCOnNbv4toyHD52xksM=</latexit>w

<latexit sha1_base64="Db5ynPZMhotFK/qcZ7dZjy6a63k=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rIoiMsW7ANqkWQ6rUMnD5KJUIr+gFv9NvEP9C+8M6agFtEJSc6ce8+Zuff6sRSpcpzXgrWwuLS8Ulwtra1vbG6Vt3faaZQljLdYJKOk63splyLkLSWU5N044V7gS97xx+c63rnjSSqi8EpNYt4PvFEohoJ5iqjm6KZccaqOWfY8cHNQQb4aUfkF1xggAkOGABwhFGEJDyk9PbhwEBPXx5S4hJAwcY57lEibURanDI/YMX1HtOvlbEh77ZkaNaNTJL0JKW0ckCaivISwPs028cw4a/Y376nx1Heb0N/PvQJiFW6J/Us3y/yvTteiMMSpqUFQTbFhdHUsd8lMV/TN7S9VKXKIidN4QPGEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wH7aOqe1ytNWuV+lk+6iL2sI9DmucJ6rhEAy3j/YgnPFsXlrRSK/tMtQq5ZhfflvXwAUWqj3U=</latexit>g

<latexit sha1_base64="S8VE4s8C/k3hqxAyNAfRb/+RaXM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rIoiMsW7ANqkWQ6raF5MTMRStEfcKvfJv6B/oV3xhTUIjohyZlz7zkz914/DQOpHOe1YC0sLi2vFFdLa+sbm1vl7Z22TDLBeIslYSK6vid5GMS8pQIV8m4quBf5Ie/443Md79xxIYMkvlKTlPcjbxQHw4B5iqjm8KZccaqOWfY8cHNQQb4aSfkF1xggAUOGCBwxFOEQHiQ9PbhwkBLXx5Q4QSgwcY57lEibURanDI/YMX1HtOvlbEx77SmNmtEpIb2ClDYOSJNQniCsT7NNPDPOmv3Ne2o89d0m9Pdzr4hYhVti/9LNMv+r07UoDHFqagioptQwujqWu2SmK/rm9peqFDmkxGk8oLggzIxy1mfbaKSpXffWM/E3k6lZvWd5boZ3fUsasPtznPOgfVR1j6u1Zq1SP8tHXcQe9nFI8zxBHZdooGW8H/GEZ+vCCi1pZZ+pViHX7OLbsh4+AENKj3Q=</latexit>

f Soft 
prompt

Soft 
prompt

<latexit sha1_base64="kL6aVOo2Rul8J4mNeI4sKk1K63g=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rLoxoVgBVuLbZHJdNqG5kUyEUrVrT/gVn9L/AP9C++MKahFdEKSM+fec2buvU7kuYm0rNecMTM7N7+QXywsLa+srhXXNxpJmMZc1HnohXHTYYnw3EDUpSs90YxiwXzHE5fO8FjFL29EnLhhcCFHkej4rB+4PZczSdRV22dywJlnnl4XS1bZ0sucBnYGSshWLSy+oI0uQnCk8CEQQBL2wJDQ04INCxFxHYyJiwm5Oi5whwJpU8oSlMGIHdK3T7tWxga0V56JVnM6xaM3JqWJHdKElBcTVqeZOp5qZ8X+5j3WnupuI/o7mZdPrMSA2L90k8z/6lQtEj0c6hpcqinSjKqOZy6p7oq6ufmlKkkOEXEKdykeE+ZaOemzqTWJrl31lun4m85UrNrzLDfFu7olDdj+Oc5p0Ngr2/vlynmlVD3KRp3HFraxS/M8QBUnqKFO3gEe8YRn48xIjVvj/jPVyGWaTXxbxsMHWAuTCg==</latexit>L

<latexit sha1_base64="CsyHAqSFqd3YS/07Khw4FSJ9V7A=">AAAC2nicjVHLSsNAFD3GV31HxZWbYBFclVSKuhTduFSxttCWMhnHdjAvkklRSjfuxK0/4FY/SPwD/QvvjCmoRXRCkjPn3nNm7r1e7MtUue7rmDU+MTk1XZiZnZtfWFyyl1fO0yhLuKjyyI+SusdS4ctQVJVUvqjHiWCB54uad3Wo47WeSFIZhWfqJhatgHVCeSk5U0S17bVmwFSXM985bTeVuFb9nkwHbbvollyznFFQzkER+TqO7Bc0cYEIHBkCCIRQhH0wpPQ0UIaLmLgW+sQlhKSJCwwwS9qMsgRlMGKv6NuhXSNnQ9prz9SoOZ3i05uQ0sEmaSLKSwjr0xwTz4yzZn/z7htPfbcb+nu5V0CsQpfYv3TDzP/qdC0Kl9gzNUiqKTaMro7nLpnpir6586UqRQ4xcRpfUDwhzI1y2GfHaFJTu+4tM/E3k6lZved5boZ3fUsacPnnOEfB+XapvFOqnFSK+wf5qAtYxwa2aJ672McRjlEl7z4e8YRnq2ndWnfW/WeqNZZrVvFtWQ8fOZiYeQ==</latexit>Rvis

<latexit sha1_base64="em/sgqyE6O8wIPVbH+v8H9aTZt8=">AAAC2nicjVHLSgMxFD0d3/VVFVduBovgqkxF1KXoxqWKbYVWSiZN2+C8mMmIUty4E7f+gFv9IPEP9C+8iSn4QDTDzJyce89J7r1+EshMed5LwRkZHRufmJwqTs/Mzs2XFhbrWZynXNR4HMTpqc8yEchI1JRUgThNUsFCPxAN/3xfxxsXIs1kHJ2oq0SchawXya7kTBHVLi23Qqb6nAXucbulxKUaqEt13S6VvYpnlvsTVC0ow67DuPSMFjqIwZEjhEAERTgAQ0ZPE1V4SIg7w4C4lJA0cYFrFEmbU5agDEbsOX17tGtaNqK99syMmtMpAb0pKV2skSamvJSwPs018dw4a/Y374Hx1He7or9vvUJiFfrE/qUbZv5Xp2tR6GLH1CCppsQwujpuXXLTFX1z91NVihwS4jTuUDwlzI1y2GfXaDJTu+4tM/FXk6lZvec2N8ebviUNuPp9nD9BfaNS3apsHm2Wd/fsqCexglWs0zy3sYsDHKJG3gM84BFPTsu5cW6du49Up2A1S/iynPt3WvGYhw==</latexit>Rtxt

<latexit sha1_base64="xwSWSuPoXn2LQiIE6lHSZOf26VM=">AAAC5XicjVHLSgMxFD0dX/VddelmsAiuylSKuiy6cVnBPqCtZWYa29B5MckUS+nWnTtx6w+41V8R/0D/wps4BR+IZpjk5Nx7TnJzncjjQlrWS8aYmZ2bX8guLi2vrK6t5zY2ayJMYpdV3dAL44ZjC+bxgFUllx5rRDGzfcdjdWdwouL1IYsFD4NzOYpY27d7Ab/kri2J6uTMlhN6XTHyaRm3ZJ9Je3JBgF3J8ZCLyaSTy1sFSw/zJyimII90VMLcM1roIoSLBD4YAkjCHmwI+poowkJEXBtj4mJCXMcZJlgibUJZjDJsYgc092jXTNmA9spTaLVLp3j0x6Q0sUuakPJiwuo0U8cT7azY37zH2lPdbUSrk3r5xEr0if1LN838r07VInGJI10Dp5oizajq3NQl0a+ibm5+qkqSQ0Scwl2Kx4RdrZy+s6k1Qteu3tbW8VedqVi1d9PcBG/qltTg4vd2/gS1/ULxoFA6K+XLx2mrs9jGDvaon4co4xQVVMn7Gg94xJPRM26MW+PuI9XIpJotfBnG/Tvw3p4z</latexit>

✓vis

<latexit sha1_base64="iIUX5XF1XtvFXO5YmqRhkXMNZ7c=">AAAC5XicjVHLSsNAFD2Nr/qOunQTLIKrkkpRl0U3LivYB7S1JOm0Dc2LZCItIVt37sStP+BWf0X8A/0L74wpqEV0QmbOnHvPmblzzcCxI67rrzllbn5hcSm/vLK6tr6xqW5t1yM/Di1Ws3zHD5umETHH9liN29xhzSBkhms6rGGOzkS8cc3CyPa9Sz4JWMc1Bp7dty2DE9VVtbbpO71o4tKStPmQcSO9IsDGPOFjnqZdtaAXdTm0WVDKQAHZqPrqC9rowYeFGC4YPHDCDgxE9LVQgo6AuA4S4kJCtowzpFghbUxZjDIMYkc0D2jXyliP9sIzkmqLTnHoD0mpYZ80PuWFhMVpmozH0lmwv3kn0lPcbUKrmXm5xHIMif1LN838r07UwtHHiazBppoCyYjqrMwllq8ibq59qYqTQ0CcwD2Kh4QtqZy+syY1kaxdvK0h428yU7Bib2W5Md7FLanBpZ/tnAX1w2LpqFi+KBcqp1mr89jFHg6on8eo4BxV1Mj7Bo94wrMyUG6VO+X+M1XJZZodfBvKwwcSVJ5B</latexit>

✓txt

<latexit sha1_base64="xwSWSuPoXn2LQiIE6lHSZOf26VM=">AAAC5XicjVHLSgMxFD0dX/VddelmsAiuylSKuiy6cVnBPqCtZWYa29B5MckUS+nWnTtx6w+41V8R/0D/wps4BR+IZpjk5Nx7TnJzncjjQlrWS8aYmZ2bX8guLi2vrK6t5zY2ayJMYpdV3dAL44ZjC+bxgFUllx5rRDGzfcdjdWdwouL1IYsFD4NzOYpY27d7Ab/kri2J6uTMlhN6XTHyaRm3ZJ9Je3JBgF3J8ZCLyaSTy1sFSw/zJyimII90VMLcM1roIoSLBD4YAkjCHmwI+poowkJEXBtj4mJCXMcZJlgibUJZjDJsYgc092jXTNmA9spTaLVLp3j0x6Q0sUuakPJiwuo0U8cT7azY37zH2lPdbUSrk3r5xEr0if1LN838r07VInGJI10Dp5oizajq3NQl0a+ibm5+qkqSQ0Scwl2Kx4RdrZy+s6k1Qteu3tbW8VedqVi1d9PcBG/qltTg4vd2/gS1/ULxoFA6K+XLx2mrs9jGDvaon4co4xQVVMn7Gg94xJPRM26MW+PuI9XIpJotfBnG/Tvw3p4z</latexit>

✓vis

<latexit sha1_base64="iIUX5XF1XtvFXO5YmqRhkXMNZ7c=">AAAC5XicjVHLSsNAFD2Nr/qOunQTLIKrkkpRl0U3LivYB7S1JOm0Dc2LZCItIVt37sStP+BWf0X8A/0L74wpqEV0QmbOnHvPmblzzcCxI67rrzllbn5hcSm/vLK6tr6xqW5t1yM/Di1Ws3zHD5umETHH9liN29xhzSBkhms6rGGOzkS8cc3CyPa9Sz4JWMc1Bp7dty2DE9VVtbbpO71o4tKStPmQcSO9IsDGPOFjnqZdtaAXdTm0WVDKQAHZqPrqC9rowYeFGC4YPHDCDgxE9LVQgo6AuA4S4kJCtowzpFghbUxZjDIMYkc0D2jXyliP9sIzkmqLTnHoD0mpYZ80PuWFhMVpmozH0lmwv3kn0lPcbUKrmXm5xHIMif1LN838r07UwtHHiazBppoCyYjqrMwllq8ibq59qYqTQ0CcwD2Kh4QtqZy+syY1kaxdvK0h428yU7Bib2W5Md7FLanBpZ/tnAX1w2LpqFi+KBcqp1mr89jFHg6on8eo4BxV1Mj7Bo94wrMyUG6VO+X+M1XJZZodfBvKwwcSVJ5B</latexit>

✓txt

<latexit sha1_base64="p3uCNtqFWgefPGMUWteo8ATmuRg=">AAAC4HicjVG7TsMwFD2Ed3kVGFkiKiSmKg2lLVsFCyNItCBRQElqikVeip2KKurAxoZY+QFW+BrEH8BfcG1SCQYEjmJfn3vOsa+vG/tcSMt6GzPGJyanpmdmC3PzC4tLxeWVtojSxGMtL/Kj5MR1BPN5yFqSS5+dxAlzAtdnx+71nsof91kieBQeyUHMzgKnF/JL7jmSoIviWseN/K4YBLRkveF51pHsRmZ9LobDi2LJKu80ava2bVply6rbWzUV2PWqvWVWCFGjhHwcRMVXdNBFBA8pAjCEkBT7cCDoO0UFFmLCzpARllDEdZ5hiAJpU2IxYjiEXtPco91pjoa0V55Cqz06xac/IaWJDdJExEsoVqeZOp9qZ4X+5p1pT3W3Aa1u7hUQKnFF6F+6EfO/OlWLxCUaugZONcUaUdV5uUuqX0Xd3PxWlSSHmDAVdymfUOxp5eidTa0Runb1to7Ov2umQtXey7kpPtQtqcGjLpq/B227XKmVq4fVUnM3b/UM1rCOTepnHU3s4wAt8r7FE57xYrjGnXFvPHxRjbFcs4ofw3j8BLlnnDo=</latexit>

gvis

<latexit sha1_base64="V/fl3RNprsPSRnNZW7p6qie0UBA=">AAAC4HicjVG7TsMwFD0N7/IKMLJEVEhMVRpKW7YKFkaQaKlEASWpW6LmpcRBraIMbGyIlR9gha9B/AH8BdcmlWBA4Cj29bnnHPv6WqHrxFzX3wrK1PTM7Nz8QnFxaXllVV1bb8dBEtmsZQduEHUsM2au47MWd7jLOmHETM9y2Zk1PBT5sxsWxU7gn/JxyC48c+A7fcc2OUFX6mbXCtxePPZoSQfZZdrlbMRTPuJZdqWW9PJ+o2bsGZpe1vW6sVsTgVGvGrtahRAxSsjHcaC+ooseAthI4IHBB6fYhYmYvnNUoCMk7AIpYRFFjswzZCiSNiEWI4ZJ6JDmAe3Oc9SnvfCMpdqmU1z6I1Jq2CZNQLyIYnGaJvOJdBbob96p9BR3G9Nq5V4eoRzXhP6lmzD/qxO1cPTRkDU4VFMoEVGdnbsk8lXEzbVvVXFyCAkTcY/yEcW2VE7eWZOaWNYu3taU+XfJFKjY2zk3wYe4JTV40kXt96BtlCu1cvWkWmoe5K2exya2sEP9rKOJIxyjRd63eMIzXhRLuVPulYcvqlLINRv4MZTHT9rOnEg=</latexit>

gtxt

<latexit sha1_base64="945E8S7/FrvUHZBNUvbl1XBy70Y=">AAAC7XicjVG7TsNAEBzM+x2gpLGIkKgix4QEOgQNZZAIQSIQ2c4RLGyfdT4jIsu/QEeHaPkBWvgNxB/AX7B3OBIUCM6yb3Z2Z3x768aBn0jLehsxRsfGJyanpmdm5+YXFktLy8cJT4XHWh4PuDhxnYQFfsRa0pcBO4kFc0I3YG33al/l29dMJD6PjuQgZmeh04/8C99zJFHd0kbH5UEvGYS0Zf28m3Uku5GZYP08Py8CeSPzvFsqW5Wd7bq9ZZtWxbIa9mZdAbtRszfNKjFqlVGsJi+9ooMeODykCMEQQRIO4CCh5xRVWIiJO0NGnCDk6zxDjhnSplTFqMIh9oq+fYpOCzaiWHkmWu3RXwJ6BSlNrJOGU50grP5m6nyqnRX7m3emPdXZBrS7hVdIrMQlsX/phpX/1aleJC6wrXvwqadYM6o7r3BJ9a2ok5vfupLkEBOncI/ygrCnlcN7NrUm0b2ru3V0/l1XKlbFXlGb4kOdkgY8nKL5Ozi2K9V6pXZYK+/uFaOewirWsEHzbGAXB2iiRd63eMIzXgxu3Bn3xsNXqTFSaFbwYxmPnwD6ong=</latexit>

gtxt
reg

<latexit sha1_base64="LdQjrF03kQl9jsDCjjOhHiGeqp8=">AAAC7XicjVHLTttAFD24QHk3tEs2ViMkVpFjQgI7RDddBqkhSAQi2xnCCNtjzYwRkeVfYMcOse0PdNv+RsUfwF/0ztSRYIFgLHvOPfee47lzwyzmSnvew4zzYXZu/uPC4tLyyurap9r65yMlchmxXiRiIY/DQLGYp6ynuY7ZcSZZkIQx64eX30y+f8Wk4iL9oScZO02CccrPeRRoooa1rUEo4pGaJLQV43JYDDS71oVk47I8q4IrrspyWKt7jb3dtr/ju17D8zr+dtsAv9Pyt90mMWbVUa2uqP3FACMIRMiRgCGFJhwjgKLnBE14yIg7RUGcJMRtnqHEEmlzqmJUERB7Sd8xRScVm1JsPJVVR/SXmF5JShebpBFUJwmbv7k2n1tnw77mXVhPc7YJ7WHllRCrcUHsW7pp5Xt1pheNc+zaHjj1lFnGdBdVLrm9FXNy91lXmhwy4gweUV4Sjqxyes+u1Sjbu7nbwOYfbaVhTRxVtTmezClpwNMpuq+DI7/RbDdah636/kE16gVs4Cu2aJ4d7OM7uuiR9w1+4Tf+OMK5de6c+/+lzkyl+YIXy/n5D9+Eomo=</latexit>

gvis
reg

<latexit sha1_base64="oA3zLADeRrXH/W4pNFTUhS5quhg=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkVwVVIp6rKoC5dV7APaKkk6raF5OZlISyji1h9wq18l/oH+hXfGFNQiOiHJmXPvOTP3Xit0nUgYxmtGm5mdm1/ILuaWlldW1/LrG/UoiLnNanbgBrxpmRFzHZ/VhCNc1gw5Mz3LZQ1rcCzjjVvGIyfwL8QoZB3P7PtOz7FNQVTn5DJpCzYUieDj8VW+YBQNtfRpUEpBAemqBvkXtNFFABsxPDD4EIRdmIjoaaEEAyFxHSTEcUKOijOMkSNtTFmMMkxiB/Tt066Vsj7tpWek1Dad4tLLSaljhzQB5XHC8jRdxWPlLNnfvBPlKe82or+VennEClwT+5dukvlfnaxFoIdDVYNDNYWKkdXZqUusuiJvrn+pSpBDSJzEXYpzwrZSTvqsK02kape9NVX8TWVKVu7tNDfGu7wlDbj0c5zToL5XLO0Xy2flQuUoHXUWW9jGLs3zABWcoooaed/gEU941s61oXan3X+maplUs4lvS3v4AIIklR8=</latexit>

Dtr
<latexit sha1_base64="xaWvDrZVgnslLqw2m2EBu3VgWAM=">AAAC33icjVHJSsRAEH3Gfdyi3vQSHAS9DImIenQ7eFRwZgRHpdP2jMFsJB1RQsCbN/HqD3jVvxH/QP/C6p4ILoh2SPLqVb3XXV1u7HuptO2XHqO3r39gcGi4MjI6Nj5hTk410ihLuKjzyI+SA5elwvdCUZee9MVBnAgWuL5ouudbKt+8EEnqReG+vIrFUcA6odf2OJNEnZgzLSkuZb6RdYqF7eO8G10wvygWT8yqXbP1sn4CpwRVlGs3Mp/RwikicGQIIBBCEvbBkNJzCAc2YuKOkBOXEPJ0XqBAhbQZVQmqYMSe07dD0WHJhhQrz1SrOe3i05uQ0sI8aSKqSwir3Sydz7SzYn/zzrWnOtsV/d3SKyBW4ozYv3Qflf/VqV4k2ljTPXjUU6wZ1R0vXTJ9K+rk1qeuJDnExCl8SvmEMNfKj3u2tCbVvau7ZTr/qisVq2Je1mZ4U6ekATvfx/kTNJZqzkpteW+5ur5ZjnoIs5jDAs1zFevYwS7q5H2NBzziyWDGjXFr3HVLjZ5SM40vy7h/BwR0mrY=</latexit>

Aug(Dval)

<latexit sha1_base64="KsPo1yTpdMiwReZG6NiCdanzp4M=">AAADknicjVFdb9MwFL1Z+Bjjqxu88WJRIbVCVClM2zReBnvhAaQh0W1oGZXjuo01J45sZ1BF+Yk8I/4B/AuujSetHQgcJT4+95wTXzurpDA2Sb5HK/G16zdurt5au33n7r37nfWNQ6NqzfiIKan0cUYNl6LkIyus5MeV5rTIJD/KzvZd/eicayNU+cHOK35a0FkppoJRi9S48zXNqW3STMmJmRc4NanNuaVt+wkR/2Kbc2HatpdWueiTVPKppVqrz+QPlgUHeUZSKquckt5l6awlT0laUJszKpt3zoPJ7ZJmHJI0ny1t5OWicKHW74873WSQ+EGugmEAXQjjQHW+QQoTUMCghgI4lGARS6Bg8DmBISRQIXcKDXIakfB1Di2sobdGFUcFRfYMvzNcnQS2xLXLNN7N8C8SX41OAk/Qo1CnEbu/EV+vfbJj/5bd+Ey3tznOWcgqkLWQI/sv34Xyf32uFwtT2PE9COyp8ozrjoWU2p+K2zm51JXFhAo5hydY14iZd16cM/Ee43t3Z0t9/YdXOtatWdDW8NPtEi94uHydV8Hh88Fwa7D5frO79zpc9So8gsfQw/vchj14AwcwAha9iD5GWcTih/Fu/Cre/y1diYLnASyM+O0vyoThWA==</latexit>

✓̂
vis

(�) ✓vis � ↵(g + M�(gvis
reg; g

vis))
<latexit sha1_base64="Chyw3CnmnnaX5QnBuZxbuiWIFEg=">AAADknicjVFdT9swFL0h+2Dsq8DeeLFWTWo1rUo3BGi8sPHCw5CYtAITYZXjuo2FE0eOw6ii/MQ9T/sH419wbYxEy6bNUeLjc8858bWTQorSRNGvYCG8d//Bw8VHS4+fPH32vLW8cliqSjM+YEoqfZzQkkuR84ERRvLjQnOaJZIfJWe7tn50znUpVP7FTAt+mtFJLsaCUYPUsPUjTqmp40TJUTnNcKpjk3JDm+YbIn5hanNhmqYTF6nokljysaFaq+/kD5YZB3lDYiqLlJLObemkIa9JnFGTMirrfevB5GZOM/RJmk/mNrI9K5ypdbvDVjvqRW6Qu6DvQRv8OFCtnxDDCBQwqCADDjkYxBIolPicQB8iKJA7hRo5jUi4OocGltBboYqjgiJ7ht8Jrk48m+PaZpbOzfAvEl+NTgKv0KNQpxHbvxFXr1yyZf+WXbtMu7cpzonPypA1kCL7L9+N8n99thcDY9hyPQjsqXCM7Y75lMqdit05udWVwYQCOYtHWNeImXPenDNxntL1bs+Wuvpvp7SsXTOvreDS7hIvuD9/nXfB4dtef6O3/nm9vfPRX/UirMFL6OB9bsIO7MEBDIAF74KvQRKw8EX4PvwQ7l5LFwLvWYWZEX66AmF34ZA=</latexit>

✓̂
txt

(�) ✓txt � ↵(g + M�(gtxt
reg; g

txt))

Eq. (20), (21)

Figure 2. ProMetaR learns the soft prompts Θ =
{
θvis,θtxt} with meta-regularization to generalize well on the new tasks without losing

the generalizability of the pretrained VLMs (e.g., CLIP). In the inner-loop (Eq. (19)), we adapt the soft prompts Θ with the gradients g of
the loss L and modulated gradients greg = Mϕ

(
greg; g

)
. In the outer-loop (Eq. (20), (21)), the soft prompts Θ and the gradient modulation

function ϕ are updated on the augmented validation set Dval. The image encoder f and text encoder g of the pretrained vision-language
models are frozen during the training phase.

3.2. Prompt learning via meta-regularization

We propose a novel framework named Prompt Learning via
Meta-Regularization (ProMetaR) to improve the generaliz-
ability of existing prompt tuning methods. Our framework
adopts meta-learning approaches to learn both soft prompts
and regularizers. In addition, we incorporate task augmen-
tation into our framework to generate diverse tasks to alle-
viate the meta-overfitting. Figure 2 delineates the overall
meta-learning pipeline of the proposed method.

Prompt tuning optimizes prompts to adapt pre-trained
models, e.g., a Vision-Language Models (VLMs), to the
specific tasks by minimizing a loss:

min
Θ
L
(
Θ;Dtr) , (9)

where Θ = {θtxt,θvis} denotes the learnable prompts and
Dtr is the training set of the target downstream task. Since
the goal of prompt tuning is the sample-efficient adaptation
of the pre-trained models, the training set for prompt tun-
ing is usually small. Thus, prompt tuning methods often
suffer from overfitting, showing inferior performance com-
pared to even zero-shot VLMs. To address this problem,
we introduce a regularizer R that penalizes large changes
in representations as

Rvis =
∑
i

|z̃i − zi| , Rtxt =
∑
j

|w̃j −wj | , (10)

where z,w denote original visual and textual embeddings,
while z̃, w̃ represent corresponding embeddings obtained
with prompts Θ. Then, we have:

min
Θ
L
(
Θ;Dtr)+ λR(Θ;Dtr), (11)

where λ ∈ R+ is the regularization strength and R unifies
Rvis, andRtxt.

However, the regularizer may not always be helpful and
manually adjusting the strength of the regularizer, is non-
trivial. So, we learn the regularizer to automatically balance
it with the main loss, which can be formulated as a bi-level
optimization given as:

min
Θ,ϕ
L
(
Θ∗ (ϕ) ;Dval) (12)

s.t. Θ∗ (ϕ) = argmin
Θ

L
(
Θ;Dtr)+Rϕ

(
Θ;Dtr) ,

where Θ is a meta-parameter for the better adaptation, and
ϕ is a also meta-parameter to learn the strength of regular-
izer R. Similar to Eq. (8) in MAML, using the one-step
update approximation, Eq. (12) can be rewritten as

min
Θ,ϕ
L
(
Θ̂ (ϕ) ;Dval

)
(13)

s.t. Θ̂ (ϕ) = Θ− α
(
g +Mϕ

(
greg; g

))
, (14)

where g = ∇ΘL (Θ;Dtr) and greg = ∇ΘR (Θ;Dtr), and
Mϕ is the gradient modulation function with the parameter
ϕ that adaptively adjusts greg considering g as:

Mϕ
(
greg; g

)
= σ

(
mϕ

)
⊙ greg, (15)

where σ is the sigmoid function and ⊙ is Hadamard
product. The modulation vectors mϕ is computed by
MLPϕ

([
g||greg

])
considering the gradients of both the loss

and the regularizer.
By learning the regularizer, we have addressed the over-

fitting problem of the prompt learning methods. We fur-
ther extend our framework to boost generalization perfor-
mance in new tasks (task generalization) by generating di-
verse tasks. To this extent, we incorporate task augmenta-
tion into our framework as:

min
Θ,ϕ

E L
(
Θ̂ (ϕ) ;Aug

(
Dval))

s.t. Θ̂ (ϕ) = Θ− α
(
g +Mϕ

(
greg; g

))
,

(16)
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where Aug (·) is the task augmentation operation. The task
augmentation generates new labels to augment many tasks,
which encourages the parameters to be optimized for di-
verse tasks. The augmented task can be viewed as a virtu-
ally large meta-validation set with many tasks. This helps
the model generalize on new tasks.

Mixup-based augmentation is one of the augmenta-
tion operations that generate new interpolated labels. In
our experiments, task augmentation randomly draws sam-
ples from train and validation sets and employs manifold
mix [63] for augmentation. Specifically, given a pair of
random samples xi ∈ Dval and xj ∈ Dtr from valida-
tion and training sets, we interpolate the last layer fea-
tures (h(i)

val ,h
(j)
tr ) and their labels (y(i)val , y

(j)
tr ) as:

ĥ
(i)

val = ρh
(i)
val + (1− ρ)h

(j)
tr , (17)

ŷ
(i)
val = ρy

(i)
val + (1− ρ)y

(j)
tr , (18)

where ρ ∈ [0, 1] is a mixture ratio, which is sampled from
the Beta distribution Beta (µ, ν).
Remarks. Note that similar to overfitting, meta-learning
algorithms often suffer from meta-overfitting, especially
when the size of the meta-validation set {Dval

i }i∈T in
Eq. (5) is small [1, 69, 80]. The size is related to the quan-
tity of both samples and tasks, and their diversity. Un-
fortunately, in prompt tuning benchmarks such as base-
to-base/base-to-new generalization and domain generaliza-
tion settings, only one task is available for training with a
small number of samples. This setting is challenging and
can be seen as ‘single-task meta-learning’. In our frame-
work, task augmentation effectively addresses the scarcity
of tasks/samples and boosts generalization performance in
both a base (seen) task and a new task.

Overall procedure of ProMetaR. Motivated by the
episodic training scheme [64], we divide the batch into the
training and validation set based on the class of the sam-
ple. To maintain the in-domain performance, we first up-
date the parameters with the conventional gradient descent.
Then, we update the parameters with the meta-learning.
The learnable prompts Θ are adapted with the gradients of
the loss and modulated gradients (inner-loop):

Θ̂(ϕ)← Θ− α
(
g +Mϕ

(
greg; g

))
(19)

After the update, the learnable prompts Θ and gradient
modulation function ϕ are optimized for performing well
on the augmented set (outer-loop):

Θ← Θ− β∇ΘL
(
Θ̂(ϕ);Aug

(
Dval)) , (20)

ϕ← ϕ− β∇ϕL
(
Θ̂(ϕ);Aug

(
Dval)) , (21)

where α, β are hyperparameters, respectively.

3.3. Analysis of ProMetaR

We provide the analysis to elucidate how our proposed
ProMetaR enhances the generalizability of prompt learning
from the standpoint of gradient alignment [64]. The ob-
jective of ProMetaR is to find the optimal soft prompts as
follows:

min
Θ,ϕ
L
(
Θ− α

(
g +Mϕ

(
greg

))
;Dval) , (22)

where g = ∇ΘL (Θ;Dtr) , greg = ∇ΘR (Θ;Dtr) are the
gradients of loss L and regularizerR, respectively.

We can approximate L (x) with first-order Taylor expan-
sion. Given lossL(x), its first-order approximation via Tay-
lor expansion is as follows:

L(x) ≈ L (x0) +∇xL (x0)
⊤
(x− x0) , (23)

where x0 is an arbitrary point and x is a point close to x0.
Assume that we have x = Θ − α

(
g +Mϕ

(
greg

))
and

x0 = Θ. Then, our objective (Eq. (22)) can be written as:

min
Θ,ϕ
L
(
Θ;Dval)+

∇ΘL (Θ)
⊤ (
−α

(
g +Mϕ

(
greg

)))
.

(24)

SinceMϕ
(
greg

)
= σ

(
mϕ

)
⊙greg, we can rewrite Eq. (24)

as below:

min
Θ,ϕ
L
(
Θ;Dval)− α

(
∇ΘL (Θ)

⊤
g

)
− α

(
∇ΘL (Θ)

⊤ (
σ
(
mϕ

)
⊙ greg

))
.

(25)

This equation has three terms. The optimization above im-
plies minimizing (i) the loss on the validation set, (ii) maxi-
mizing the inner product between the gradients of the losses
on the validation set and the training set, and (iii) maximiz-
ing the inner product between the gradient of the valida-
tion loss and the regularizer on the training set. So, these
indicate that this optimization prefers a solution/direction
where the training and validation gradients agree, which
leads to better generalization on new tasks. In addition,
the third term in Eq. (25) plays a role in avoiding the con-
flict of the update between the task-specific knowledge by
tuned prompts and task-agnostic general knowledge pro-
vided by original prompts. From the perspective of the gra-
dient alignment [79], the third term leads to a reduction in
the generalization error by aligning the gradients induced
by tuned prompts and general knowledge from the origi-
nal prompts. So, our proposed ProMetaR enhances the task
generalization ability as well as traditional generalization
capability.
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4. Experiments

In this section, we demonstrate the effectiveness of our
proposed ProMetaR. We first introduce datasets, baselines,
and implementation details. Next, we provide the ablation
studies to explore the contribution of each component in
ProMetaR. Then, we compare the proposed method with
other prompting-based methods to evaluate the ability of
traditional generalization on seen categories (base-to-base),
and task generalization to unseen categories (base-to-new)
and new datasets (domain generalization). We also design a
task overfitting score and provide analysis to show the effi-
cacy of the proposed method.

4.1. Experimental settings

We evaluate ProMetaR on base-to-base/base-to-new gen-
eralization and domain generalization following other
prompting works [26].

Base-to-base/Base-to-new generalization. We train the
prompts only on the base classes in a 16-shot (16 images per
class) setting and measure the performance of the prompt-
ing methods on base and new classes. In this setting, the
model cannot see new classes in the training phase.

Domain generalization. We also validate the effectiveness
of our model in a 16-shot on out-of-distribution datasets.
We train the model only using ImageNet dataset (source)
and perform inference on four other variants (target) of Im-
ageNet dataset. In other words, the model cannot see target
domains in the training phase.

Datasets. For base-to-base/base-to-new class generaliza-
tion, we evaluate our method on 11 image recognition
datasets: ImageNet [8], Caltech101 [11], OxfordPets [51],
StanfordCars [31], Flowers102 [49], Food101 [4], FGV-
CAircraft [43], SUN397 [68], UCF101 [59], DTD [7], and
EuroSAT [16], following other prompting methods [26, 77].
We also evaluate our method on domain generalization
settings by setting ImageNet [8] as the source dataset.
The target datasets contain four ImageNet variants: Im-
ageNetV2 [54], ImageNet-Sketch [65], ImageNet-A [18],
and ImageNet-R [17].

Baselines. To validate the effectiveness of our ProMetaR,
we use the following baselines: (1) zero-shot CLIP [52],
(2) textual prompt learning approaches: CoOp [78] and Co-
CoOp [77], (3) multimodal prompt learning approaches:
MAPLE [26] and RPO [32], (4) prompt learning with reg-
ularization and ensemble methods: PromptSRC [27], (5)
prompt learning with the meta-learning: UNIGRAM [36],
and (6) our base prompting method: IVLP.

Experimental details. Following other prompt learning
works [26, 27, 77], we use CLIP-ViT-B/16 as the pre-
trained backbone model and four soft prompting tokens
for each modality. For the base prompt learning method,

MetaLearn TaskAug MetaReg Base New H

(a) 82.51 73.36 77.66
(b) ✓ 83.51 73.15 77.99
(c) ✓ ✓ 84.04 75.37 79.47
(d) ✓ ✓ 84.27 75.06 79.40
(e) ✓ ✓ ✓ 84.39 76.93 80.49

Table 1. Contribution of each component of our ProMetaR. Re-
sults are averaged over 11 datasets. H refers to harmonic mean.
MetaLearn: meta-learning, TaskAug: Task augmentation to alle-
viate the meta-overfitting, MetaReg: meta-regularization to learn
the regularizer.

we use Independent Vision-Language Prompting as a base
prompt learning method that optimizes hierarchical prompts
on both image and text modalities [26]. In all experiments,
we evaluate the performance of the methods in three inde-
pendent runs (seed 1, 2, and 3) and report average perfor-
mance following other prompt learning works [26, 27, 77].

4.2. Effectiveness of ProMetaR

We validate the effectiveness of each component of the pro-
posed ProMetaR under the base-to-base/base-to-new set-
ting. Table 1 provides the ablation study on our compo-
nents, and the results are averaged over 11 datasets. Met-
aLearn denotes meta-learning, TaskAug indicates task aug-
mentation to alleviate the meta-overfitting, and MetaReg
refers to meta-regularization. Eliminating all of our com-
ponents, or (a), corresponds to using only IVLP, which is
the base prompt learning method of ProMetaR. By adopt-
ing meta-learning to IVLP ((a) → (b)), the base class per-
formance improves (+1.0%) but it impairs generalization
to new classes (-0.21%). However, our task augmentation
((b)→ (c)) significantly enhances the average accuracy on
new classes and harmonic mean with gains of +2.22% and
+1.48%, respectively, compared to IVLP+meta-learning.
Additionally, our meta-regularization ((b)→ (d)) improves
accuracy for both base and new classes by +0.76% and
+1.91%, respectively. This indicates that both task augmen-
tation and meta-regularization clearly ameliorate the meta-
overfitting caused by meta-learning and contribute to strong
generalization. Furthermore, by adding meta-regularization
to (c), i.e., (c)→ (e), all three accuracies increase to +0.35%
(base class), +1.56% (new class), and +1.02% (harmonic
mean). Employing task augmentation to (d), i.e., (d)→ (e),
leads to an additional +1.87% growth in new class accuracy.
Our ProMetaR significantly improves over IVLP for both
base and new classes ((a) → (e)), achieving performance
gains of +1.88%, +3.57%, and +2.83% on the base class,
new class accuracy, and harmonic mean, respectively.
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Dataset CLIP CoOp CoCoOp MaPLe RPO PromptSRC UNIGRAM IVLP ProMetaR Gain
[52] [78] [77] [26] [32] [27] [36] (Base) (Ours) ∆

Avg. Rank 8.18 8.55 6.73 3.64 4.55 2.73 3.82 5.27 1.36 -

Average on
11 datasets

Base 69.34 82.69 80.47 82.28 81.13 84.26 80.34 82.51 84.39 +1.88
New 74.22 63.22 71.69 75.14 75.00 76.10 75.92 73.35 76.93 +3.58

H 71.70 71.66 75.83 78.55 77.78 79.97 78.07 77.66 80.49 +2.83

ImageNet
Base 72.43 76.47 75.98 76.66 76.60 77.60 76.60 77.39 77.76 +0.37
New 68.14 67.88 70.43 70.54 71.57 70.73 70.69 70.04 70.75 +0.71

H 70.22 71.92 73.10 73.47 74.00 74.01 73.53 73.53 74.09 +0.56

Caltech
101

Base 96.84 98.00 97.96 97.74 97.97 98.10 98.07 98.28 98.11 -0.17
New 94.00 89.81 93.81 94.36 94.37 94.03 95.11 93.65 94.29 +0.64

H 95.40 93.73 95.84 96.02 96.03 96.02 96.57 95.91 96.16 +0.25

Oxford
Pets

Base 91.17 93.67 95.20 95.43 94.63 95.33 94.94 95.41 95.57 +0.16
New 97.26 95.29 97.69 97.76 97.50 97.30 97.94 96.31 97.43 +1.12

H 94.12 94.47 96.43 96.58 96.05 96.30 96.42 95.86 96.49 +0.63

Stanford
Cars

Base 63.37 78.12 70.49 72.94 73.87 78.27 73.50 72.39 78.32 +5.93
New 74.89 60.40 73.59 74.00 75.53 74.97 75.38 73.31 75.18 +1.87

H 68.65 68.13 72.01 73.47 74.69 76.58 74.43 72.85 76.72 +3.87

Flowers
102

Base 72.08 97.60 94.87 95.92 94.13 98.07 95.20 96.17 98.13 +1.96
New 77.80 59.67 71.75 72.46 76.67 76.50 76.21 73.64 77.66 +4.02

H 74.83 74.06 81.71 82.56 84.50 85.95 84.65 83.41 86.70 +3.29

Food101
Base 90.10 88.33 90.70 90.71 90.33 90.67 90.84 90.53 90.80 +0.27
New 91.22 82.26 91.29 92.05 90.83 91.53 92.12 91.66 91.89 +0.23

H 90.66 85.19 90.99 91.38 90.58 91.10 91.48 91.09 91.34 +0.25

FGVC
Aircraft

Base 27.19 40.44 33.41 37.44 37.33 42.73 32.25 37.24 42.02 +4.78
New 36.29 22.30 23.71 35.61 34.20 37.87 38.00 34.47 38.63 +4.16

H 31.09 28.75 27.74 36.50 35.70 40.15 34.89 35.80 40.25 +4.45

SUN397
Base 69.36 80.60 79.74 80.82 80.60 82.67 80.43 82.63 82.70 +0.07
New 75.35 65.89 76.86 78.70 77.80 78.57 77.91 78.40 79.02 +0.62

H 72.23 72.51 78.27 79.75 79.18 80.52 79.15 80.46 80.82 +0.36

DTD
Base 53.24 79.44 77.01 80.36 76.70 83.37 73.62 80.67 83.02 +2.35
New 59.90 41.18 56.00 59.18 62.13 62.97 62.38 55.31 64.05 +8.74

H 56.37 54.24 64.85 68.16 68.61 71.75 67.56 65.63 72.31 +6.68

EuroSAT
Base 56.48 92.19 87.49 94.07 86.63 92.90 86.26 92.64 94.94 +2.30
New 64.05 54.74 60.04 73.23 68.97 73.90 71.38 63.33 77.44 +14.11

H 60.03 68.69 71.21 82.35 76.79 82.32 78.12 75.23 85.30 +10.07

UCF101
Base 70.53 84.69 82.33 83.00 83.67 87.10 82.00 84.23 86.97 +2.74
New 77.50 56.05 73.45 78.66 75.43 78.80 78.06 76.78 79.84 +3.06

H 73.85 67.46 77.64 80.77 79.34 82.74 79.98 80.33 83.25 +2.92

Table 2. Performance comparison on the base-to-new generalization setting. We train our model with a subset of the classes (base classes)
in a 16-shot setting and evaluate on the test set including base classes and new classes. H denotes the harmonic mean of base and novel
performance to show the generalization trade-off [67]. Avg. Rank is the average rank of the harmonic mean on each dataset among the
baselines. ∆ denotes the performance gain of ProMetaR from IVLP (our base prompting method).

4.3. Base-to-base/Base-to-new generalization

We compare the performance of ProMetaR with other re-
cent prompting approaches in the base-to-base/base-to-new
generalization setting to demonstrate the effectiveness of
the proposed learning framework. Following [26, 77], we
report the average accuracy of three different data splits
used in CoCoOp [77] for a fair comparison. The results
are reported in Table 2.

Our ProMetaR shows the best performance on the av-
erage accuracy over 11 datasets among baselines. In par-

ticular, ProMetaR achieves a significant improvement on
new classes from 76.10 to 76.93 compared to the best base-
line method PromptSRC. Also, ProMetaR substantially im-
proves the average accuracy of the base model IVLP by 3.58
on new classes. This result indicates that our ProMetaR en-
hances the generalizability of existing prompting methods
by meta-learning the regularization. In comparison with
UNIGRAM, which applies meta-learning with a large scale
of external data, ProMetaR shows impressive performance
improvement on both base and new categories without any
external data for the meta-learning.
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Source Target

ImageNet -V2 -S -A -R Avg.

CLIP 66.73 60.83 46.15 47.77 73.96 57.18
CoOp 71.51 64.20 47.99 49.71 75.21 59.28
CoCoOp 71.02 64.07 48.75 50.63 76.18 59.91
MaPLe 70.72 64.07 49.15 50.90 76.98 60.27
RPO 71.67 65.13 49.27 50.13 76.57 60.28
PromptSRC 71.27 64.35 49.55 50.90 77.80 60.65
UNIGRAM 71.65 64.81 49.54 51.51 77.34 60.80

ProMetaR 71.29 64.39 49.55 51.25 77.89 60.77

Table 3. Performance comparison on the domain generalization.

Top-3 Bottom-3
Dataset tosIVLP Gain ∆ Dataset tosIVLP Gain ∆

EuroSAT 36.88 10.07 Food101 -0.01 0.25
DTD 32.02 6.68 Caltech101 1.79 0.25
Flowers 28.25 3.29 Imagenet 3.06 0.56

Table 4. Task overfitting score tosIVLP = δIVLP
base − δIVLP

new and the
gain ∆. ∆ denotes the performance gain (H) by ProMetaR on
IVLP (Table 2).

4.4. Domain generalization

In the domain generalization setting, the performance com-
parison of ImageNet-trained models, evaluated with four
out-of-distribution variants, is reported in Table 3. For
a fair comparison, we exclude UNIGRAM since it em-
ploys a large scale of extra datasets to pre-train the learn-
able prompts. ProMetaR successfully generalizes to out-of-
domain datasets showing the best average accuracy. This
demonstrates that our meta-regularizer and task augmenta-
tion clearly enhance the robustness to domain shifts.

4.5. Analysis

Task overfitting score. We analyze when our ProMetaR
provides a relatively large (or small) performance improve-
ment compared to the base model (IVLP). To quantify
the room for improvement, we define Task Overfitting
Score (tos) of the prompting method <pr> as

tos<pr> = δ<pr>base − δ<pr>new , (26)

where δ<pr>base = max(0, s<pr>base − sCLIP
base ), δ

<pr>
new = s<pr>new −

sCLIP
new be the performance difference between prompting

method <pr> and zero-shot CLIP on the base and new
classes, respectively. s<pr>base , s<pr>new indicate the accuracy of
the prompting method <pr> on base and new classes, re-
spectively. As the task overfitting score is lower, the method
<pr> tends to generalize well on new tasks. Table 4 re-
ports the task overfitting score and performance gain ∆ of
ProMetaR from IVLP (Table 2) on the datasets with top-
3 (left) and bottom-3 (right) task overfitting scores. The
table shows that gains of ProMetaR are relatively high
when the task overfitting score is high. It demonstrates that
ProMetaR is more effective when prompting method IVLP
suffers from overfitting.

Methods Base New H

CoOp 82.69 63.22 71.66
+ ProMetaR 83.35 71.20 76.80

VPT 82.75 71.00 76.43
+ ProMetaR 83.18 73.19 77.87

Table 5. Performance comparison of ProMetaR with different
prompting approaches (CoOp [78] and VPT [25]) under the base-
to-base/base-to-new generalization setting.

Method Base New H

Loss+Reg. 83.96 75.70 79.62
ProMetaR (Ours) 84.39 76.93 80.49
Performance Gain (∆) +0.43 +1.23 +0.87

Table 6. Performance comparison of ProMetaR with IVLP trained
with the loss and regularizer under the base-to-base/base-to-new
generalization setting.

ProMetaR with diverse methods. ProMetaR can be ap-
plied to any existing prompting methods in a plug-and-
play manner. We elucidate the effectiveness of ProMetaR
by comparing the performance of various methods, such
as CoOp and VPT, with our method plugged in (Table 5).
ProMetaR consistently improves all the other prompt learn-
ing methods with harmonic mean gains of +5.14% and
+1.44% over CoOp and VPT, respectively. Moreover, the
performance is enhanced, especially in new classes, indi-
cating that our ProMetaR effectively prevents the prompts
from overfitting to downstream tasks.

Meta-Regularization. In Table 6, we also compare
ProMetaR with IVLP trained with the loss and the regu-
larizer (Loss+Reg) in (11) with manually tuned hyperpa-
rameters (e.g., a regularization strength). The experimental
results show that our ProMetaR outperforms standard IVLP
training with regularization (Loss+Reg). This result indi-
cates that our ProMetaR automatically learns more effective
regularization via meta-learning.

5. Conclusion

We propose ProMetaR to encourage both traditional gen-
eralization and task generalization, yielding a significant
performance improvement in base-to-base/base-to-new and
domain generalization settings. Specifically, we adopt
meta-learning to learn both soft prompts and regularizers.
We further incorporate task augmentation to generate di-
verse tasks and address the meta-overfitting. Extensive ex-
periments and analyses demonstrate that our ProMetaR en-
hances the generalizability of prompt learning.
Acknowledgements. This work was partly sup-
ported by ICT Creative Consilience Program through
the IITP, NRF of Korea grants funded by the Ko-
rea government (MSIT) (IITP-2024-2020-0-01819, NRF-
2023R1A2C2005373), and the NVIDIA academic grant.
We thank Jongha Kim for the suggestions on the analysis.

26947



References
[1] Antreas Antoniou, Harrison Edwards, and Amos Storkey.

How to train your maml. In ICLR, 2019. 2, 5
[2] Yogesh Balaji, Swami Sankaranarayanan, and Rama Chel-

lappa. Metareg: Towards domain generalization using meta-
regularization. In NeurIPS, 2018. 2

[3] Sarah Bechtle, Artem Molchanov, Yevgen Chebotar, Edward
Grefenstette, Ludovic Righetti, Gaurav S. Sukhatme, and
Franziska Meier. Meta learning via learned loss. In ICPR,
2020. 2

[4] Lukas Bossard, Matthieu Guillaumin, and Luc Van Gool.
Food-101–mining discriminative components with random
forests. In ECCV, 2014. 6

[5] Eulrang Cho, Jooyeon Kim, and Hyunwoo J Kim.
Distribution-aware prompt tuning for vision-language mod-
els. In ICCV, 2023. 2

[6] Hyeong Kyu Choi, Joonmyung Choi, and Hyunwoo J Kim.
Tokenmixup: Efficient attention-guided token-level data
augmentation for transformers. In NeurIPS, 2023. 2

[7] Mircea Cimpoi, Subhransu Maji, Iasonas Kokkinos, Sammy
Mohamed, and Andrea Vedaldi. Describing textures in the
wild. In CVPR, 2014. 6

[8] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In CVPR, 2009. 6

[9] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. In ICLR, 2021. 2

[10] Yu Du, Fangyun Wei, Zihe Zhang, Miaojing Shi, Yue Gao,
and Guoqi Li. Learning to prompt for open-vocabulary ob-
ject detection with vision-language model. In CVPR, 2022.
1

[11] Li Fei-Fei, Rob Fergus, and Pietro Perona. Learning gener-
ative visual models from few training examples: An incre-
mental bayesian approach tested on 101 object categories. In
CVPRW, 2004. 6

[12] Chengjian Feng, Yujie Zhong, Zequn Jie, Xiangxiang Chu,
Haibing Ren, Xiaolin Wei, Weidi Xie, and Lin Ma. Prompt-
det: Towards open-vocabulary detection using uncurated im-
ages. In ECCV, 2022. 1

[13] Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-
agnostic meta-learning for fast adaptation of deep networks.
In ICML, 2017. 2, 3

[14] Erin Grant, Chelsea Finn, Sergey Levine, Trevor Darrell, and
Thomas Griffiths. Recasting gradient-based meta-learning as
hierarchical bayes. In ICLR, 2018. 2

[15] Xiuye Gu, Tsung-Yi Lin, Weicheng Kuo, and Yin Cui.
Open-vocabulary object detection via vision and language
knowledge distillation. In ICLR, 2022. 1

[16] Patrick Helber, Benjamin Bischke, Andreas Dengel, and
Damian Borth. Eurosat: A novel dataset and deep learning
benchmark for land use and land cover classification. JS-
TARS, 12(7):2217–2226, 2019. 6

[17] Dan Hendrycks, Steven Basart, Norman Mu, Saurav Kada-
vath, Frank Wang, Evan Dorundo, Rahul Desai, Tyler Zhu,

Samyak Parajuli, Mike Guo, et al. The many faces of robust-
ness: A critical analysis of out-of-distribution generalization.
In ICCV, 2021. 6

[18] Dan Hendrycks, Kevin Zhao, Steven Basart, Jacob Stein-
hardt, and Dawn Song. Natural adversarial examples. In
CVPR, 2021. 6

[19] Sepp Hochreiter, A Steven Younger, and Peter R Conwell.
Learning to learn using gradient descent. In ICANN, 2001. 2

[20] Timothy Hospedales, Antreas Antoniou, Paul Micaelli, and
Amos Storkey. Meta-learning in neural networks: A survey.
TPAMI, 44(9):5149–5169, 2021. 2, 3

[21] Dasol Hwang, Jinyoung Park, Sunyoung Kwon, KyungMin
Kim, Jung-Woo Ha, and Hyunwoo J Kim. Self-supervised
auxiliary learning with meta-paths for heterogeneous graphs.
In NeurIPS, 2020. 2

[22] Dasol Hwang, Jinyoung Park, Sunyoung Kwon, Kyung-
Min Kim, Jung-Woo Ha, and Hyunwoo J Kim. Self-
supervised auxiliary learning for graph neural networks via
meta-learning. arXiv:2103.00771, 2021. 2

[23] Gabriel Ilharco, Mitchell Wortsman, Samir Yitzhak Gadre,
Shuran Song, Hannaneh Hajishirzi, Simon Kornblith, Ali
Farhadi, and Ludwig Schmidt. Patching open-vocabulary
models by interpolating weights. In NeurIPS, 2022. 2

[24] Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh,
Hieu Pham, Quoc Le, Yun-Hsuan Sung, Zhen Li, and Tom
Duerig. Scaling up visual and vision-language representation
learning with noisy text supervision. In ICML, 2021. 1

[25] Menglin Jia, Luming Tang, Bor-Chun Chen, Claire Cardie,
Serge Belongie, Bharath Hariharan, and Ser-Nam Lim. Vi-
sual prompt tuning. In ECCV, 2022. 2, 3, 8

[26] Muhammad Uzair Khattak, Hanoona Rasheed, Muhammad
Maaz, Salman Khan, and Fahad Shahbaz Khan. Maple:
Multi-modal prompt learning. In CVPR, 2023. 1, 2, 6, 7

[27] Muhammad Uzair Khattak, Syed Talal Wasim, Muzammal
Naseer, Salman Khan, Ming-Hsuan Yang, and Fahad Shah-
baz Khan. Self-regulating prompts: Foundational model
adaptation without forgetting. In ICCV, 2023. 2, 6, 7

[28] Jang-Hyun Kim, Wonho Choo, Hosan Jeong, and Hyun Oh
Song. Co-mixup: Saliency guided joint mixup with super-
modular diversity. In ICLR, 2021. 2

[29] Dohwan Ko, Joonmyung Choi, Hyeong Kyu Choi, Kyoung-
Woon On, Byungseok Roh, and Hyunwoo J Kim. Meltr:
Meta loss transformer for learning to fine-tune video foun-
dation models. In CVPR, 2023. 2

[30] Gregory Koch, Richard Zemel, Ruslan Salakhutdinov, et al.
Siamese neural networks for one-shot image recognition. In
ICMLW, 2015. 2

[31] Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei.
3d object representations for fine-grained categorization. In
ICCVW, 2013. 6

[32] Dongjun Lee, Seokwon Song, Jihee Suh, Joonmyeong Choi,
Sanghyeok Lee, and Hyunwoo J Kim. Read-only prompt op-
timization for vision-language few-shot learning. In ICCV,
2023. 1, 6, 7

[33] Kwonjoon Lee, Subhransu Maji, Avinash Ravichandran, and
Stefano Soatto. Meta-learning with differentiable convex op-
timization. In CVPR, 2019. 2

26948



[34] Brian Lester, Rami Al-Rfou, and Noah Constant. The power
of scale for parameter-efficient prompt tuning. In EMNLP,
2021. 2

[35] Da Li, Yongxin Yang, Yi-Zhe Song, and Timothy
Hospedales. Learning to generalize: Meta-learning for do-
main generalization. In AAAI, 2018. 2

[36] Juncheng Li, Minghe Gao, Longhui Wei, Siliang Tang, Wen-
qiao Zhang, Mengze Li, Wei Ji, Qi Tian, Tat-Seng Chua, and
Yueting Zhuang. Gradient-regulated meta-prompt learning
for generalizable vision-language models. In ICCV, 2023. 2,
6, 7

[37] Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi.
Blip-2: Bootstrapping language-image pre-training with
frozen image encoders and large language models. In ICML,
2023. 1

[38] Xiang Lisa Li and Percy Liang. Prefix-tuning: Optimizing
continuous prompts for generation. In ACL, 2021. 2

[39] Xiao Liu, Yanan Zheng, Zhengxiao Du, Ming Ding, Yujie
Qian, Zhilin Yang, and Jie Tang. Gpt understands, too. AI
Open, 2023. 2

[40] Ilya Loshchilov and Frank Hutter. Decoupled weight decay
regularization. In ICLR, 2019. 2

[41] Yuning Lu, Jianzhuang Liu, Yonggang Zhang, Yajing Liu,
and Xinmei Tian. Prompt distribution learning. In CVPR,
2022. 2
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