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Abstract

Human comprehension of a video stream is naturally
broad: in a few instants, we are able to understand what
is happening, the relevance and relationship of objects, and
forecast what will follow in the near future, everything all
at once. We believe that - to effectively transfer such an
holistic perception to intelligent machines - an important
role is played by learning to correlate concepts and to ab-
stract knowledge coming from different tasks, to synergisti-
cally exploit them when learning novel skills. To accomplish
this, we look for a unified approach to video understand-
ing which combines shared temporal modelling of human
actions with minimal overhead, to support multiple down-
stream tasks and enable cooperation when learning novel
skills. We then propose EgoPack, a solution that creates a
collection of task perspectives that can be carried across
downstream tasks and used as a potential source of ad-
ditional insights, as a backpack of skills that a robot can
carry around and use when needed. We demonstrate the ef-
fectiveness and efficiency of our approach on four Ego4D
benchmarks, outperforming current state-of-the-art meth-
ods. Project webpage: sapeirone.github.io/EgoPack.

1. Introduction

Our daily living activities are extremely complex and di-
verse, nonetheless humans have the extraordinary ability to
reason on the behaviour itself in just a few instants from
a visual input. We are able to spot what another person
is doing, predict their next actions based on current obser-
vations, and understand the implications of an activity, for
instance whether its effects are reversible. Observing some-
one in the kitchen by the worktable, where there is a pack of
flour and a jug of water, we can identify that they are a chef
kneading flour (reasoning about current activity). We can
also forecast that the next step will involve mixing the flour
with water (reasoning about the future), and finally obtain-
ing dough (reasoning about implications of these actions).
This type of holistic reasoning, which is natural for humans,

Figure 1. Given a video stream, a robot is asked to learn a novel
task, e.g. Object State Change Classification (OSCC). To learn the
new skill, the robot can access previously gained knowledge re-
garding different tasks, such as Point of No Return (PNR), Long
Term Anticipation (LTA) and Action Recognition (AR), and use
it during the learning process to enhance downstream task per-
formance. This knowledge is stored as graphs inside the robot’s
backpack, always ready to boost a new skill.

is still a distant goal for artificial intelligence systems. The
challenge arises not only from the requirement of execut-
ing multiple tasks with a single architecture, but also from
the necessity of being able to abstract and repurpose such
knowledge across-tasks, for example to foster and enhance
the learning of novel skills. Current research trends in hu-
man activity understanding predominantly focus on creat-
ing several, hyper-specialised, models. This approach splits
the understanding of human activities into distinct skills,
with each model being independently trained to rely only on
“task-specific” clues for prediction [69, 73, 76]. However,
this approach disregards the valuable insights that could be
gleaned from different task perspectives. A first step in this
direction relies on Multi-Task Learning (MTL) to exploit
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the intuition that knowledge sharing between tasks may im-
prove performance. However, the proposed multi-task mod-
els have some limitations [40], mostly concerning a neg-
ative transfer between tasks, making it difficult to outper-
form single-task models. Most importantly, MTL usually
assumes the availability of supervision for all tasks at train-
ing time, limiting the extension of the models at a later time.

The recently proposed EgoT2 framework [68] offers a
unified solution to integrate various egocentric video tasks.
It employs an ensemble of diverse, task-specific models and
learns to translate task-specific clues through a transformer-
based encoder-decoder to benefit one of the tasks. Although
this approach fosters positive interactions between tasks,
it has significant limitations: i) the primary task should
be “known” at training time and present within the task-
specific models collection, ii) it necessitates an extensive
pretraining process and iii) it lacks a knowledge abstrac-
tion, as it relies on task-specific models rather than creating
transferable concepts.

Indeed, we argue that an important key to advance the
learning capabilities of intelligent systems and to move a
step closer to a generalised reasoning on visual understand-
ing involves not only sharing information across tasks, but
also abstracting task-specific knowledge for application in
new scenarios. Considering an ensemble of vision tasks,
each offers a distinct perspective on the input stream and
extracts different types of information. Our goal is to encap-
sulate this diverse knowledge to be leveraged in the future
to positively impact the learning of a novel skill. We focus
on egocentric video understanding as it is the perfect har-
bour to study human activities and synergies between tasks.
There is a strong connection between egocentric tasks. For
instance, specific actions, like peeling a potato, directly re-
sult in a change in the state of the object (the potato in this
case), illustrating the interconnected nature of these tasks.

All the above considerations motivate us in investigat-
ing new alternatives and we propose a novel framework for
knowledge abstraction and sharing called EgoPack. Our
underlying idea, is to exploit a set of known tasks, each
one able to interpret an input stream according to its own
perspective, to learn reusable knowledge that can aid the
learning process of a novel task. We show this concept in
Fig. 1, where a robot is equipped with a backpack that figu-
ratively summarises all the knowledge gained from a set of
tasks. To learn a new skill, the robot can “take-out” task-
related knowledge from the backpack and leverage it within
the learning process. The task-specific perspectives are col-
lected in a single pretraining step of a novel multi-task net-
work under the form of prototypes. We exploit a new versa-
tile temporal graph-based architecture shared across all the
tasks, with minimal overhead to support each task.

When learning a new skill, EgoPack promotes the inter-
action between the different tasks by learning which rele-

vant knowledge to extract from the different perspectives.
The architecture of EgoPack is notably flexible, enabling
easy adaptation to novel tasks by reusing the previous tasks
to facilitate the learning process of any novel task.

We demonstrate the effectiveness and efficiency of our
approach on Ego4D [25], a large-scale egocentric vision
dataset. To summarise, our main contributions are:
1. We present a unified architecture to learn multiple ego-

centric vision tasks with minimal task-specific overhead;
2. We introduce EgoPack, a novel approach that leverages

different task perspectives to build a robust knowledge
abstraction which can foster the learning of a novel task;

3. Our approach outperforms both specialised single and
multi-task baselines by leveraging the unique synergies
and distinct perspectives of different tasks;

4. EgoPack achieves competitive performance on
Ego4D [25] for all the considered benchmarks,
outperforming the state-of-the-art on some.

2. Related Works
Egocentric Vision Egocentric vision captures human ac-
tivities from the privileged perspective of the camera
wearer, allowing a unique point of view on their ac-
tions [3, 49]. Recently, the field has seen rapid development
thanks to the release of several large-scale egocentric vi-
sion datasets [11, 12, 25, 30, 34, 56]. The rich annotations
of these datasets [12, 25] allow to tackle a large number
of tasks, including action recognition [46], action anticipa-
tion [18, 23, 76], next active object prediction [19], action
segmentation [33, 73] and episodic memory [52]. Previous
works in egocentric vision have focused on domain adapta-
tion [6, 44, 48, 50, 70], multimodal learning [20, 62, 70] and
large-scale video-language pretraining [1, 51, 75] to learn
better representation for downstream tasks.

Graph Neural Networks for vision tasks Traditional
neural networks, including Convolutional Neural Networks
(CNNs), have been widely used in computer vision, show-
ing impressive performance on a variety of problems [26,
39, 41]. However, these models often assume data lying on
a regular domain, such as images that have a grid-like struc-
ture. In recent years, the interest in developing methods
able to provide a more general and powerful type of pro-
cessing has been growing and particular attention has been
given to learning methods on graphs. Graph Neural Net-
works (GNNs) have the innate ability to effectively handle
data that lie on irregular domains, such as 3D data [58, 66],
robotics [47], molecular chemistry [37], and social or fi-
nancial networks [15], and to model complex data rela-
tions [55]. Recently, transformer-based architectures had
a great impact on vision application. Despite Transformers
and GNNs share some similarities in their ability to handle
various data types, they are fundamentally different in their
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core architectures and the specific ways they process data.
GNNs can model the topology of a graph and the relations
between nodes while also inheriting all the desirable proper-
ties of classic convolutions: locality, hierarchical structures
and efficient weights reuse. In video understanding GNNs
have been applied to action localisation [22, 33, 53, 72], to
build a knowledge graph from human actions [21], to model
human-object interactions [13, 14] or to build a topological
map of the environment [45].

Multi-Task Learning MTL [5, 74] tackles the problem of
learning to solve multiple tasks simultaneously. The devel-
opment of this strategy is justified by the intuition that com-
plex settings require solving multiple tasks, for instance au-
tonomous driving [31], robotics and natural language pro-
cessing. Furthermore, these networks can bring the theo-
retical advantage of sharing complementary information to
improve performance. Several works have been done in this
direction [7, 8, 10, 17, 31, 32, 40, 57], focusing on which
parameters or tasks is better to share [28, 35, 60, 61] and
promoting synergies between tasks [36, 65]. Such methods
encounter the problem of negative transfer [40] and shar-
ing with unrelated tasks [28, 60] consequently suffering of
task competition and not being able to benefit from informa-
tion sharing between tasks. To overcome these limitations,
several methods have been proposed to balance task-related
losses [9, 38, 59], to dynamically prioritise tasks [27], to re-
duce gradient interference between tasks [71] or to exploit
task interactions at multiple scales [63]. Unfortunately, all
these solutions require extensive task-specific tuning, and
are not able to build an holistic perception across tasks.
Few works have explored MTL in the field of egocentric
vision [32, 36, 65, 68]. Among these, the recently proposed
EgoT2 [68] builds an ensemble of diverse, task-specific
models. The features of the different models are pro-
jected into a common feature space and processed through
a transformer-based encoder-decoder to translate the con-
tributions of different tasks and generate predictions for the
primary task. Notably, the primary task has to be part of the
task-specific models. This approach fosters positive inter-
actions between tasks, resulting in improved performance
compared to the single-task models. However, it has some
limitations, as it is not able to build knowledge abstractions
that can be easily transferred to novel tasks. Instead, we
propose a model that can build a robust backpack of task
perspectives that can be used in learning any novel tasks.

3. Method
We tackle a task cooperation setting, in which an egocentric
vision model is able to exploit previously acquired knowl-
edge over task perspectives to foster the learning process
of any novel task. We formulate the proposed setting in
Sec. 3.1. We present a unified temporal architecture to

model multiple tasks in Sec. 3.2, a key step to enable knowl-
edge sharing between tasks. Finally, Sec. 3.3 presents our
novel approach EgoPack to enable efficient transfer of dif-
ferent task perspectives to novel tasks.

3.1. Setting

A task T is associated with a dataset D = {(vi, yi)}Ni=1,
where vi is a video segment of arbitrary length, yi is
the associated ground truth label and N is the number
of segments. Our approach follows a two-stages train-
ing process. First, a model M is trained on a set of K
tasks {T0, . . . , TK}, under a Multi-Task Learning frame-
work with hard-parameter sharing [54] to encourage the
model to learn more general and task-agnostic representa-
tions thanks to the joint supervision of multiple tasks. Then,
the model is presented with a new task TK+1 to learn, with-
out access to the supervision of the previous tasks. In this
scenario, the new task may benefit from potential seman-
tic affinities with the previously seen tasks. For example,
a model that has learnt to detect object changes may ap-
ply this knowledge for action recognition and vice-versa, as
some actions are associated with object changes, e.g. cut-
ting something, while others are not, e.g. moving an object.
Our goal is to make these semantic affinities more explicit
(and exploitable) so that the new task can learn to repurpose
these perspectives from previous tasks to improve perfor-
mance, a step towards more holistic models that seamlessly
share knowledge between tasks.

3.2. A Unified Architecture for Egocentric Tasks

The main premise of our method is that different egocen-
tric vision tasks can be modelled using a shared architec-
ture with minimal differences between tasks. Under this
assumption, videos can be seen as a sequence of N tem-
poral segments encoded as x = {x1,x2, . . . ,xN}, where
xi ∈ RD represents the D-dimensional features of seg-
ment vi extracted using some video features extractor F ,
e.g. SlowFast [16] or Omnivore [24]. Such sequence could
be interpreted as a temporal graph G(X , E), whose nodes
xi ∈ X represent the segments of the video, and edges
eij ∈ E connect nodes xi and xj with a temporal distance
considered relevant when lower than a threshold τ . The
connectivity of the graph defines the extent of its tempo-
ral modelling, i.e. connecting further apart nodes enables
longer range temporal understanding which could benefit
for example anticipation tasks. The threshold τ depends on
the task at hand and more implementation details are pro-
vided in Sec. 4.1. The temporal position of each node in the
sequence is encoded by adding to the node embeddings a
positional encoding [64].

This formulation enables the use of Graph Neural Net-
works (GNNs) to learn the complex temporal relations be-
tween video segments and to cast different egocentric vision
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Figure 2. Architecture of EgoPack when Object State Change Classification (OSCC) is the novel task. Videos are interpreted as a graph,
whose nodes xi represent actions, encoded as features, and edges connect temporally close segments. This representation enables the
design of a Unified Temporal Backbone to learn multiple tasks with a shared architecture and minimal Task-Specific Heads, leveraging
GNNs for temporal modelling. We exploit this architecture to jointly learn K tasks, e.g. AR, LTA and PNR. After this training process, we
extract a set of prototypes Pk that summarise what the network has learnt from each task Tk, like a backpack of skills that we can carry
over. In this Cross-Tasks Interaction phase, the network can peek at these different task-perspective to enrich the learning of the novel task.

tasks as graph prediction tasks, such as node-level or graph-
level classification, as shown in Fig. 3. This assumption
is reflected in our approach by decomposing the multi-task
model M into two components: a general temporal back-
bone Mt : RD 7→ RDt , and a set of task-specific projec-
tion heads Hk : RDt 7→ RDk mapping the graph and/or the
nodes to the features space of task Tk with dimension Dk,
as shown in Fig. 2. Mt is a GNN with L layers that takes
as input the temporal sequence x and provides as output
the updated feature vectors f = {f1, f2, . . . , fN}. At layer
l, node embeddings are projected and combined with their
neighbours, following the GraphSAGE architecture [29]:

f
(l+1)
i = W(l)

r f
(l)
i +W(l) · g(l+1)

i + b(l), (1)

where f
(l)
i ∈ RD

(l)
t are the features of node xi, b(l) ∈

RD
(l+1)
t is a bias term, W(l)

r ,W(l) ∈ RD
(l+1)
t ×D

(l)
t are the

weight matrices associated to the root node and the aggre-
gated neighbours’ contribution g

(l+1)
i respectively. The lat-

ter is computed as:

g
(l+1)
i = mean

fj ∈Ni

(
ϕ
(
W(l)

p f
(l)
j + b(l)

p

))
, (2)

where W
(l)
p ∈ RD

(l)
t ×D

(l)
t projects the neighbours before

the aggregation step, ϕ is a non-linearity, b(l)
p ∈ RD

(l+1)
t

is a bias term and Ni is the set of neighbours of node
xi. Each layer is followed by Layer Normalization [2] and
a LeakyReLU activation function. A residual connection
around the temporal GNN allows the network to preserve

the original features. Intuitively, the neighbourhood Ni re-
flects the temporal dependencies of the input sequence and
the GNN allows to iteratively extend the temporal receptive
field of each node.

Task-specific heads The output features of the temporal
backbone Mt are shared across the different downstream
tasks. To project these features into task-specific compo-
nents, we add a set of projection heads Hk, one for each task
Tk. For graph classification tasks, the nodes of each graph
are aggregated using max pooling to obtain a unique fea-
tures representation. In each head, a MultiLayer Perceptron
outputs the task-specific features fki ∈ RDk

and is followed
by a linear layer to compute the task logits yk

i ∈ RDk
o ,

where Dk
o is the number of labels for task Tk. By limiting

the task-specific portion of the network to the heads while
sharing the temporal backbone, we can obtain the perspec-
tive of all tasks with a single forward through the latter. The
network is trained on all the tasks by averaging their losses.

3.3. Learning a novel task with a backpack

To solve the new task, the naive approach would be to fine-
tune the model, adding a new head HK+1 and possibly up-
dating the temporal backbone Mt. However, finetuning
may not fully leverage the insights from other tasks as it
could result in the loss of the previously acquired knowl-
edge, as confirmed experimentally in Sec. 4.2.
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Building the backpack We propose to explicitly model
the perspectives of the different tasks as a set of task-
specific prototypes that abstract the knowledge gained by
the previously seen tasks and can be accessed by novel
tasks. We call this approach EgoPack and provide an
overview in Fig. 2. These task-specific prototypes are col-
lected from videos annotated for action recognition, as hu-
man actions can be seen as the common thread behind
the different tasks. Practically, we forward these samples
through the temporal backbone and take the output of the
different task-specific projection heads, thus encoding the
perspective of each task given the same input video. Fi-
nally, the features obtained from each task are aggregated
according to the verb and noun labels of the action, ef-
fectively summarising the perspective of each task given
the same input action. The result is a set of prototypes
Pk = {pk

0 ,p
k
2 , . . . ,p

k
P } ∈ RP×Dk for each task Tk, where

P is the number of unique (verb, noun) pairs in the dataset
and Dk is the size of the task-specific features. These pro-
totypes are frozen and represent a “summary” of what the
models has learnt during the multi-task pretraining process,
creating an abstraction of the gained knowledge. They can
be then reused when learning novel tasks, like a backpack
of skills that the model can carry over.

Leveraging the backpack During the learning process of
the novel task TK+1, the model can exploit the task proto-
types obtained via the task-specific heads. As before, the
output of the temporal backbone fi is forwarded through all
the projection heads to obtain the task-specific features fki .
These features are used as queries to match the correspond-
ing task prototypes Pk, selecting the k-Nearest Neighbours
among the prototypes using cosine similarity in the features
space. Task features and their neighbouring prototypes form
a graph-like structure, on which message passing can be
used to enrich the task-specific features fki , following an it-
erative refinement approach. In particular, at each layer l
we select the closest prototypes with k-NN and update the
features f (l),ki according to the following rule:

f
(l+1),k
i = W(l)

r f
(l),k
i +W(l) · max

pk
j ∈N (l),k

i

pk
j , (3)

where pk
j ∈ N (l),k

i are the closest prototypes in Pk to f
(l),k
i

and W
(l)
r ,W(l) ∈ RDk×Dk

are the weight matrices associ-
ated to the input features and the aggregated neighbours re-
spectively. Notably, only the task features are updated while
the task prototypes remain frozen to preserve the original
perspectives seen by the network.

In this process, the task-specific heads Hk are initialised
from the multi-task training and possibly updated during
the task-specific finetuning process, allowing the model to
freely explore the set of task prototypes and to select the

most informative ones for each input sample. After the in-
teraction phase, the refined features f̃ki are fed to a classifier
module to obtain the task logits yk

i ∈ RDk
o for each task

Tk in the backpack. The final prediction is the sum of the
pre-softmax logits coming from the different tasks and the
output of a new head HK+1 for the novel task. Intuitively,
we allow each task to cast a vote on the final prediction,
based on its perspective on the same video segment. In this
phase, the temporal network, the task-specific heads and the
weights of the GNNs are trained jointly using only the su-
pervision of the novel task TK+1.

4. Experiments

We evaluate EgoPack on four Ego4d Human-Object Inter-
action benchmarks: Action Recognition (AR)1, Long Term
Action Anticipation (LTA), Object State Change Classifi-
cation (OSCC) and Point Of No Return (PNR). We report
verb and noun top-1 accuracy for AR, accuracy for OSCC,
edit distance for LTA and temporal localisation error (in sec-
onds) for PNR.

4.1. Implementation Details

We use Omnivore Swin-L [24] features pre-trained on
Kinetics-400 [4], released as part of Ego4D [25] and ex-
tracted using dense sampling over a window of 32 frames
with a stride of 16 frames and features size 1536. In princi-
ple, EgoPack is agnostic to the underlying features extrac-
tor and could adopt other architectures. Following previous
works on Ego4D [50] we use TRN [77] to temporally ag-
gregate features from the three sub-segments of each input
sample. The mapping between videos of each task and its
corresponding temporal graph is task dependent, as shown
in Fig. 3:
• Action Recognition (AR): actions are mapped to the

nodes of the temporal graph G, and edges connect each
node to the previous and next (Fig. 3a). To account for the
variable length of videos, actions are processed in fixed
size windows.

• Long Term Anticipation (LTA): each input clip is
mapped to a node in G. Then, a sequence of new nodes
is added to the graph, equivalent in number to the clips to
forecast. These nodes are initialised with the mean fea-
tures of the input clips and are connected to the previous
and subsequent nodes in the sequence, as well as to the
input clips (Fig. 3b).

• Object State Change Classification (OSCC) and Point
of No Return (PNR): each input segment is further split
into n sub-segments to account for the finer temporal
granularity required by these tasks. Each sub-segment is

1AR is not an official Ego4D benchmark and was derived from the LTA
annotations by [68]. To be consistent with previous works, we use the v1
version of the LTA annotations.
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(a) Node classification (AR, PNR) (b) Future node classification (LTA) (c) Graph classification (OSCC)

Figure 3. Egocentric vision tasks as graph prediction tasks. In AR and LTA, each node is an action within a temporal sequence and the
objective is to predict the verb and noun labels of the nodes. In OSCC and PNR, nodes represent different temporal segments of the video
clip and the goal is to output a global prediction for the entire graph (OSCC) or the individual nodes (PNR).

mapped to a node in G, and edges connect each node to
the previous and next (Fig. 3c).

Tasks have different annotations and are modelled as sepa-
rate graphs, even though the temporal model is shared. The
task prototypes are built using samples from the train split
of the AR dataset. Tasks are trained with standard cross
entropy loss, with the exception of PNR which uses binary
cross entropy. EgoPack is trained for 30, 40 and 10 epochs
for AR, LTA and OSCC/PNR respectively, with a learning
rate of 1e − 4 and 1e − 6 for AR/LTA and OSCC/PNR
respectively using Adam optimiser and batch size 16. All
tasks share the same temporal and cross-task interaction ar-
chitecture, with minimal task-specific hyper-parameter tun-
ing. More details are reported in the supplementary.

4.2. Quantitative results

We show the main results of EgoPack in Table 1. To as-
sess the validity of our approach, we proceed incrementally
starting from single tasks models, i.e. each task is trained
separately. In this setting, we compare a simple MLP base-
line trained on the temporally aggregated features against
our temporal graph methodology, which exhibits superior
average performance. The improvement is particularly evi-
dent in the PNR task, e.g. from 1.76 s to 0.61 s, where the
subpar outcomes of the MLP can be attributed to the lack of
explicit temporal modelling. In addition to higher perfor-
mance, the temporal graph enables all the tasks to be mod-
elled using a unified architecture which allows to train all
the tasks at the same time (MTL). With the MTL model, we
observe a significant drop in average performance, mostly
driven by worse accuracy in AR and OSCC. This behaviour
is the result of negative transfers between tasks when they
are trained together [67].

Cross-Task Interactions We compare our approach
EgoPack for efficient cross task interaction with
EgoT2 [68], which learns to combine multiple task-
specific frozen models to solve one of them. Unlike
EgoPack, the learning process of EgoT2 is divided in two
stages, i.e. a pre-training step where each individual task
is learned from scratch and a task-specific translation step,
where just one task of the collection is fine-tuned. Notably,

both steps require the supervision of the downstream task.
On the contrary, the multi-task pre-training of EgoPack is
agnostic to the novel downstream task, potentially allowing
to transfer the gained knowledge to any new task. To ensure
a fair comparison with EgoPack, we re-implemented the
task translation mechanism proposed by EgoT2 on top of
our Temporal Graph single task models using Omnivore
features. This approach is indicated as Task Translation
in Table 1. Additional details on its implementation are
provided in the supplementary. One of the main benefit
of our approach is that it requires a single forward pass
through the features extraction and temporal backbones to
obtain the perspectives of the different tasks, unlike EgoT2
which requires a forward pass for each single task model.
Notably, we also highlight that EgoPack obtains better or
comparable performance even though the backbone used
for features extraction was not trained on Ego4D.

Ablation of the different contributions We summarise
the main steps leading to EgoPack in Table 2, using an ag-
gregated metric to capture the overall improvement across
the various tasks when compared to the baseline. The metric
is computed as an average of the individual task metrics. We
adjusted the metrics by taking one minus the score for LTA
and PNR, as lower values are preferable, and clipped the
PNR localisation error at 1.0 to have the same scale across
all the metrics. Temporal modelling alone greatly improves
the score compared to the baseline. Although MTL al-
lows to train under a multi-task objective, it clearly under-
performs the temporal model due to negative transfers [40].
Task Translation partially recovers this gap on some tasks as
shown in Table 1, but overall the aggregated metric is com-
parable with MTL. We speculate that the marginal improve-
ment of Task Translation compared to MTL lies in the lim-
ited task-specific context the former has access to, as it can
peek at the different perspectives of the auxiliary tasks only
for the input video at hand, rather than looking at the entire
knowledge gained by the model. On the contrary, the task
prototypes of EgoPack allow to carry a more complete sum-
mary of what the models has learnt from which it can extract
useful knowledge based on the sample and the task at hand.
To validate that the benefits of EgoPack were not brought by
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Trained on
frozen features

AR OSCC LTA PNR

Verbs Top-1 (%) Nouns Top-1 (%) Acc. (%) Verbs ED (↓) Nouns ED (↓) Loc. Err. (s) (↓)

Ego4D Baselines [25] ✗ 22.18 21.55 68.22 0.746 0.789 0.62
EgoT2s [68] ✗ 23.04 23.28 72.69 0.731 0.769 0.61

MLP ✓ 24.08 30.45 70.47 0.763 0.742 1.76
Temporal Graph ✓ 24.25 30.43 71.26 0.754 0.752 0.61
Multi-Task Learning ✓ 22.05 29.44 71.10 0.740 0.746 0.62
Task Translation† ✓ 23.68 28.28 71.48 0.740 0.756 0.61

EgoPack ✓ 25.10 31.10 71.83 0.728 0.752 0.61

Table 1. EgoPack on Ego4D HOI tasks. MLP is a simple baseline consisting of a few linear layers, while Temporal Graph models all
tasks using a unified temporal graph-based architecture. MTL [54] uses hard parameter sharing to jointly learn all tasks, which may
result in negative transfers. Ego-T2s [68] learns to translate features across tasks to optimise the primary task. EgoPack builds on the
unified architecture of the Temporal Graph and learns to exploit the perspective of different tasks for efficient transfers to the novel task.
Performances of EgoPack are evaluated over three runs using accuracy for AR and OSCC, Edit Distance for LTA and temporal localisation
error for PNR. †Our implementation of the task translation mechanism from EgoT2 [68] using Omnivore features.

Temp.
model

Multi-Task
Objective

Cross-Task
Interaction

Metrics
Average (∆)

MLP ✗ ✗ ✗ 0.416
Temp. ✓ ✗ ✗ 0.433 (+4.22%)

Task Transl. ✓ ✗ ✓ 0.431 (+3.61%)
MTL ✓ ✓ ✓ 0.430 (+3.50%)
MTL+FT ✓ ✓ ✓ 0.437 (+5.02%)
EgoPack ✓ ✗ ✓ 0.441 (+6.10%)

Table 2. Ablation of the different contributions in EgoPack, mea-
sured according an aggregated score, computed as the mean of the
standardised metrics across tasks.

the MTL pre-training alone, we also introduce a MTL+FT
baseline where a new task-specific head is finetuned for the
novel task, without access to the output of the other heads.
The limited performance of this configuration could be ex-
plained by the model losing the knowledge learnt during
the multi-task learning, without a significant improvement
over the single-task baselines, thus only partially reusing the
gained knowledge. On the contrary, EgoPack preserves this
knowledge in the form of prototypes, which proves to be ef-
fective for retaining the model’s knowledge when learning
a new task.

Depth of the GNN and the selection of k We observe
that EgoPack is quite robust to the number of GNN layers in
the interaction stage between the input features and the task
prototypes, as shown in Fig. 4. Regarding the selection of
the k parameter, we compare the MTL+FT baseline (k = 0)
with EgoPack. The best performance is achieved at k = 4
with a saturating trend afterwards, showing that interacting
with a limited number of prototypes is sufficient.

Results on the test set We compare EgoPack on the test
set of PNR, OSCC and LTA benchmarks, to validate the
improvements and soundness of EgoPack. In this setting,
a fair comparison between methods is challenging because
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Figure 4. Parameter analysis for the cross-tasks interaction module
of EgoPack. We analyse the impact on performance of GNN depth
and the number of nearest neighbours denoted as k-NN.

of the use of different backbones, supervision levels, ensem-
ble strategies and challenge-specific tuning, such as training
also on the validation set. Remarkably, we achieve SOTA
performances in LTA, outperforming the other methods that
finetune the entire backbone, with a more evident benefit
in the verbs edit distance. In PNR, we closely match other
approaches while the improvement is more limited in the
OSCC task. In this task, we notice a relevant impact of the
Ego4D pretraining on the performance. We provide a more
in-depth description of the differences between these meth-
ods in the supplementary materials.

4.3. Qualitative results

Closest Task Prototypes We evaluate which are the clos-
est task-specific prototypes in Fig. 5. In this example,
OSCC is the novel task and the model has access to the
prototypes of the learnt tasks. We focus on the prototypes
from the AR and PNR tasks and group together nodes that
share the same verb label to make the picture more readable.
Looking at the number of occurrences of the prototypes, we
observe that some nodes are more discriminative to detect a
state change, e.g. peel and hold actions are typically asso-
ciated (peel) or not (hold) with state changes, and therefore
show more evident peaks for positive and negative classes,
indicating the network is using these clues to solve the task.
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PNR Ego4D Pt. Loc. Error (s) (↓)

CNN LSTM [25] ✗ 0.76
EgoVLP [42] ✓ 0.67
EgoT2 [68] ✗ 0.66
EgoPack ✗ 0.66

OSCC Ego4D Pt. Accuracy (%)

I3D RN-50 [25] ✗ 67.6
EgoVLP [42] ✓ 74.0
EgoT2 (EgoVLP) [68] ✓ 75.0
EgoT2 (I3D) [68] ✗ 71.0
EgoPack ✗ 72.1

LTA Ego4D Pt. Verb (↓) Noun (↓) Action (↓)

SlowFast [25] ✗ 0.739 0.780 0.943
EgoT2 [68] ✗ 0.722 0.764 0.935
HierVL [1] ✓ 0.724 0.735 0.928
I-CVAE [43] ✗ 0.741 0.740 0.930
EgoPack ✗ 0.721 0.735 0.925

Table 3. Comparison of EgoPack on the test set of the Ego4D
benchmarks. For a fair comparison, we distinguish between meth-
ods pretrained on full Ego4D (✓) and those that have been trained
only on the benchmark data (✗), which includes EgoPack.
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Figure 5. Closest nodes to the OSCC samples among AR and PNR
task prototypes. Some nodes appear to be more discriminative of
the presence or absence of an object state change.

Confusion matrices In Fig. 6, we compare the confu-
sion matrix of EgoPack with the MLP model for the top-
20 largest verb and noun classes in the AR task, grouping
the remaining classes in a “rest” pseudo-class. Overall, we
observe an evident improvement on the noun labels, due to
the positive effect of cross-tasks interaction. For example,
the network appears to better disambiguate between objects
that may appear at the same time in the scene, e.g. “pants”
and “cloth” or “bottle” and “lid”, which we speculate to be
the result of a better ability of other tasks, namely OSCC,
to identify active objects. Regarding the verbs, we also ob-
serve notable improvements, in addition to better recogni-
tion of verbs that are the temporal inverse of each other, e.g.
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Figure 6. Action Recognition confusion matrix of EgoPack com-
pared to the MLP baseline for the top-20 verb and noun classes.

“put” and “take” or “open” and “close”, thanks to the im-
proved temporal reasoning of our unified model.

5. Conclusions and future work

We presented EgoPack, a framework that allows knowledge
sharing between different egocentric vision tasks, enabling
an efficient use of the perspectives that each task can pro-
vide. We built EgoPack on top of a unified temporal archi-
tecture that can model distinct tasks with a shared backbone
and minimal task-specific overhead. EgoPack overcomes
the main limitation posed by traditional multi-task learning
approaches, namely the unrealistic expectation that super-
vision is available for all tasks at training time. Indeed,
the prototypes mechanism behind EgoPack allows to cre-
ate a summary of what the model has learnt so far as it
abstracts the task-specific knowledge that could be used in
novel tasks. The model can then be updated to the any new
task, while also peeking at the perspective of the previous
tasks. Results on Ego4D validate our approach, showing
competitive performance with other methods.
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