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Abstract

Low-shot counters estimate the number of objects corre-
sponding to a selected category, based on only few or no
exemplars annotated in the image. The current state-of-
the-art estimates the total counts as the sum over the ob-
ject location density map, but does not provide individual
object locations and sizes, which are crucial for many ap-
plications. This is addressed by detection-based counters,
which, however fall behind in the total count accuracy. Fur-
thermore, both approaches tend to overestimate the counts
in the presence of other object classes due to many false
positives. We propose DAVE, a low-shot counter based on a
detect-and-verify paradigm, that avoids the aforementioned
issues by first generating a high-recall detection set and
then verifying the detections to identify and remove the out-
liers. This jointly increases the recall and precision, lead-
ing to accurate counts. DAVE outperforms the top density-
based counters by ∼20% in the total count MAE, it outper-
forms the most recent detection-based counter by ∼20% in
detection quality and sets a new state-of-the-art in zero-shot
as well as text-prompt-based counting. The code and mod-
els are available on GitHub.

1. Introduction
Low-shot counting considers estimating the number of tar-
get objects in an image, based only on a few annotated ex-
emplars (few-shot) or even without providing the exemplars
(zero-shot). Owing to the emergence of focused bench-
marks [22, 26], there has been a surge in low-shot count-
ing research recently. The current state-of-the-art low-shot
counters are all density-based [6, 26, 28, 38]. This means
that they estimate the total count by summing over an es-
timated object presence density map. Only recently, few-
shot detection-based methods emerged [22] that estimate
the counts as the number of detected objects.

Density-based methods substantially outperform the
detection-based counters in total count estimation, but they
do not provide detailed outputs such as object locations and
sizes. The latter are however important in many down-
stream tasks such as bio-medical analysis [35, 41], where
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Figure 1. Despite considering exemplars (yellow boxes), the state-
of-the-art (e.g., CounTR [16]) is prone to false activations on in-
correct objects, leading to corrupted counts. DAVE avoids this
issue by detecting all candidates (red and green boxes), verifying
them, removing the outliers (red boxes), and correcting the final
density map, thus jointly improving detection and count estima-
tion.

explainability is crucial for human expert verification as
well as for subsequent analyses. There is thus a large appli-
cability gap between the density-based and detection-based
low-shot counters.

Furthermore, both density-based and detection-based
counters are prone to failure in scenes with several ob-
ject types (Figure 1). The reason lies in the specificity-
generalization tradeoff. Obtaining a high recall requires
generalizing over the potentially diverse appearances of the
selected object type instances in the image. However, this
also leads to false activations on objects of other categories
(false positives), leading to a reduced precision and count
overestimation. A possible solution is to train on multiple-
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class images [22], however, this typically leads to a reduced
recall and underestimated counts.

We address the aforementioned issues by proposing a
low-shot counter DAVE, which combines the benefits of
density-based and detection-based formulations, and intro-
duces a novel detect-and-verify paradigm. DAVE tackles
the specificity-generalization issues of the existing counters
by applying a two-stage pipeline (Figure 1). In the first,
detection stage, DAVE leverages density-based estimation
to obtain a high-recall set of candidate detections, which
however may contain false positives. This is addressed by
the second, verification stage, where outliers are identified
and rejected by analyzing the candidate appearances, thus
increasing the detection precision. Regions corresponding
to the outliers are then removed from the location density
map estimated in the first stage, thus improving the density-
based total count estimates as well. In addition, we ex-
tend DAVE to text-prompt-based and to a zero-shot sce-
nario, which makes DAVE the first zero-shot as well as text-
prompt detection-capable counter.

The primary contribution of the paper is the detect-and-
verify paradigm for low-shot counting that simultaneously
achieves high recall and precision. The proposed architec-
ture is the first to extend to all low-shot counting scenar-
ios. DAVE uniquely merges the benefits of both density and
detection-based counting and is the first zero-shot-capable
counter with detection output. DAVE outperforms all state-
of-the-art density-based counters on the challenging bench-
mark [26], including the longstanding winner [6], achieving
a relative 20% MAE and 43% RMSE total-count error re-
ductions. It also outperforms all state-of-the-art detection-
based counters on the recent benchmark FSCD147 [22] by
∼20% in detection metrics, as well as in the total count es-
timation by 38% MAE. Furthermore, it sets a new state-of-
the-art in text-prompt-based counting. The zero-shot DAVE
variant outperforms all zero-shot density-based counters
and delivers detection accuracy on-par with the most recent
few-shot counters. DAVE thus simultaneously outperforms
both density-based and detection-based counters in a range
of counting setups.

2. Related Work
Object counting emerged as detection-based counting of
objects belonging to specific classes, such as vehicles [5],
cells [8], people [17], and polyps [41]. To address poor
performance in densely populated regions, density-based
methods [3, 4, 29–31] emerged as an alternative.

All these methods rely on the availability of large
datasets to train category-specific models, which, however
are not available in many applications.

Class-agnostic approaches addressed this issue by test-
time adaptation to various object categories with minimal
supervision. Early representatives [19] and [37] proposed

predicting the density map by applying a siamese matching
network to compare image and exemplar features. Recently,
the FSC147 dataset [26] was proposed to encourage the de-
velopment of few-shot counting methods. Famnet [26] pro-
posed a test-time adaptation of the backbone to improve
density map estimation. BMNet+ [28] improved local-
ization by jointly learning representation and a non-linear
similarity metric. A self-attention mechanism was applied
to reduce the intra-class appearance variability. SAFE-
Count [38] introduced a feature enhancement module, im-
proving generalization capabilities. CounTR [16] used a vi-
sion transformer [7] for image feature extraction and a con-
volutional encoder to extract exemplar features. An interac-
tion module based on cross-attention was proposed to fuse
both, image and exemplar features. LOCA [6] proposed an
object prototype extraction module, which combined exem-
plar appearance and shape with an iterative adaptation.

All few-shot counting methods require few annotated ex-
emplars to specify the object class. With the recent devel-
opment of large language models (e.g. [23]) text-prompt-
based counting methods emerged. Instead of specifying ex-
emplars by bounding box annotations, these methods use
text descriptions of the target object class. ZeroCLIP [36]
proposed text-based construction of prototypes, which are
used to select relevant image patches acting as exemplars
for counting. CLIPCount [15] leveraged CLIP [23] for
image-text alignment and introduced patch-text contrastive
loss for learning the visual representations used for density
prediction. Several works [13, 25] address the extreme case
in which no exemplars are provided and the task is to count
the majority class objects (i.e., zero-shot counting).

With minimal architectural changes, the recent few-shot
methods [6, 16] also demonstrated a remarkable zero-shot
counting performance. A common drawback of density-
based counters is that they do not provide object locations.

To address the aforementioned limitation of density-
based counters, the first few shot counting and detection
method [22] has been recently proposed by extending a
transformer-based object detector [2] with an ability to de-
tect objects specified by exemplars. However, the detection-
based counter falls far behind in total count estimation com-
pared with the best density-based counters.

3. Counting by detection and verification
Formally, given an input image I ∈ RH0×W0×3 and a set
of k exemplar bounding boxes BE = {bi}i=1:k denoting
object exemplars, a low-shot detection counter is required
to report bounding boxes BP = {bi}i=1:NP

of all detected
objects of the same category and their estimated count.

In the following we present the new detect-and-verify
few-shot counting and detection method (DAVE), which
consists of two stages. In the first, detection, stage (Sec-
tion 3.1), candidate regions are estimated by pursuing a high
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Figure 2. The proposed DAVE architecture consists of two stages, (i) detection and (ii) verification, and outputs detected objects as well as
an improved location density map. NMS denotes non-maxima suppression, FFM is a feature fusion module, Ω is a bounding box regression
head and ϕ is the verification feature extraction network.

recall, potentially including false positive detections, i.e.,
objects belonging to an incorrect category. In the second,
verification, stage (Section 3.2) the candidate regions are
analyzed to identify and reject the outliers, thus increasing
the detection precision. The outliers are used to update the
density map, thus also improving density-based count esti-
mation, which may compensate for missed objects and can
differ from the number of detections NP . A detailed DAVE
architecture is shown in Figure 2.

3.1. Detection stage
The aim of this stage is to predict candidate bounding
boxes BC = {bi}i=1:Nc

with a high recall. Detection
is thus split into first estimating the object centers C =
{(xi

c, y
i
c)}i=1:Nc , and then predicting the corresponding

bounding box parameters. We re-purpose the architecture of
the recent low-shot counter LOCA [6] for estimating the ob-
ject location density map G̃, from which we obtain the cen-
ter locations C by non-maxima suppression.1 Briefly, the
location density estimation architecture is the following: the
input image is first encoded by ResNet-50 [12], followed by
a transformer, generating the representation f I ∈ Rh×w×d.
Exemplar prototypes are constructed using the OPE mod-
ule [6] and correlated with f I resulting in a similarity tensor
R̃ ∈ Rh×w×d. A decoder is then applied on R̃ to obtain the
final 2D location density map Ĝ ∈ RH0×W0 . We refer the
reader to [6] for more details.

Next, features are constructed for regressing the bound-
ing box parameters for each detected center. The feature
construction pipeline is designed to ensure that final fea-
tures reflect the objectness information specific to the class
selected by the exemplars. Features from the second, third,
and fourth blocks of the backbone are resized to 64×64 pix-

1The minimal distance between two peaks in NMS is set to 1 to maxi-
mize the detection rate.

els, concatenated along the channel dimension and reduced
to d channels using a 3× 3 convolution, i.e. f0 ∈ Rh×w×d.
The features are then upsampled to match the input image
size (f1 ∈ RH0×W0×d). Next, the selected object cate-
gory shape information is injected by fusing f1 and the up-
scaled similarity tensor R̃ using the feature fusion module
(FFM) [39], i.e., f̃ = FFM(f1, R̃).

The constructed features f̃ are then fed into a bounding
box regression head Ω(·) akin to [14, 40], which predicts
for each location a distance to the left, right, top and bot-
tom bounding box edge of the underlying object. The net-
work Ω(·) consists of two 3 × 3 convolutional layers with
d and 4 channels with GroupNorm [33] and ReLU opera-
tions in between, and predicts a dense bounding box map
v ∈ RH0×W0×4. The object candidate bounding boxes BC

are thus obtained by reading out the corresponding values
from v at locations C.

3.2. Verification stage
In practice, the candidate detections BC retain a high re-
call, but are also contaminated by false positives. The goal
of the verification stage is thus to increase the precision by
analysing the appearance of the detections and rejecting the
outliers. First, a verification feature vector fvi is extracted
for each detected bounding box bi as follows. The backbone
features f0 are pooled into a feature tensor fi ∈ Rs×s×d

and transformed by a shallow network ϕ(·) consisting of
two 1 × 1 convolutions with d channels and a BatchNorm
and ReLu activation in between. The verification features
are also extracted for the annotated exemplars, leading to
NC + k features in total, i.e., FV = {fvi }i=1:(NC+k).

The verification features are then clustered by unsuper-
vised clustering. Specifically, spectral clustering [21] is ap-
plied to an affinity matrix computed from cosine similari-
ties between pairs of features in FV, yielding several clus-
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ters. Object candidate detections belonging to clusters with
at least one exemplar are kept, while the other are labelled
as outliers and removed, yielding the final set of NP ob-
ject detections BP = {bi}i=1:NP

. Finally, the density map
Ĝ from the detection stage is updated by setting all values
outside of the detected bounding boxes to zero, yielding G,
from which the improved density-based count is estimated
(Figure 2).

3.3. Zero-shot and prompt-based adaptation

Zero shot counting. DAVE is easily adapted to a zero-
shot setup in which exemplars are not provided and the task
is to count and detect the majority-class objects. First, the
location density prediction part is replaced by its zero-shot
variant [6] to account for the absence of exemplars. The
detection stage and most of the verification stage remain
unchanged. The only change in the verification stage is the
cluster selection method: all clusters whose size is at least
45%2 of the largest cluster are kept as positive detections
and the rest are identified as outliers. This is to account for
the possibility that clusters may break up due to the absence
of exemplars specifying the level of appearance similarity.

Prompt-based counting. Zero-shot DAVE is extended
to the prompt-based counting setup, in which the target ob-
ject class is specified by a text prompt. The only modi-
fication is the cluster selection protocol in the verification
stage. The text prompt embedding is extracted by CLIP and
compared to the CLIP embedding of each identified cluster.
The latter is obtained by masking the image regions out-
side the bounding boxes corresponding to the cluster and
computing the CLIP embedding. Cosine distances between
the text embedding and individual cluster embeddings are
computed, and clusters with less than 85%2 of the highest
prompt-to-cluster similarity are identified as outliers.

3.4. Training
Few-shot counting datasets typically contain centers of all
objects annotated and the bounding boxes available for only
k = 3 exemplars. We formulate the training to adhere to
these restrictions. The object centers can be used to train
location density prediction network. Since DAVE employs
LOCA [6] for the initial density prediction, we use the pub-
licly available pretrained version of LOCA, and train only
the free parameters of the detection and verification stages
in two phases.

In the first phase, the detection stage (i.e., the FFM
and Ω(·)) is trained by a bounding box loss evaluated on
the available ground truth exemplar bounding boxes, i.e.,
Lbox =

∑k=3
i=1 1−GIoU(v(xc, yc), bGT

i ), where (x(i)
c , y

(i)
c )

are locations in the central regions of the ground truth
bounding boxes bGT

i and GIoU(·) is the generalized inter-
section over union [27]

2Extensive analysis shows robustness to this hyperparameter.

In the second phase, the verification feature extraction
network ϕ(·) is trained. Training examples are generated
by stitching together a pair of images with annotated exem-
plar objects of different classes. The stitched image thus
contains 2 × 3 = 6 bounding boxes, yielding two sets of
features extracted by ϕ(·), corresponding to the two sets of
exemplars: {z1j}j=1:3 and {z2j}j=1:3. The verification net-
work ϕ(·) is then trained by a contrastive loss [32]:

Lcos =

{
1− c(zi1j1 , z

i2
j2
), i1 = i2

max(0, c(zi1j1 , z
i2
j2
)− λ), else,

where c(zi1j1 , z
i2
j2
) is the cosine similarity between a pair of

features, and λ is the margin.

4. Experiments
4.1. Implementation details

Preprocessing. Following [16], the input image is resized
such that the mean of the exemplars width and height is be-
tween 50 and 10 pixels. In the zero-shot setup, the method
is bootstrapped, with applying the first pass to estimate the
object sizes and then applying the second pass with the re-
sizing as in the few-shot case.

Training. In the first training stage, the feature fusion
module FFM and the box regression head Ω(·) are trained
for 50 epochs by AdamW [18] with learning rate 10−4,
weight decay 10−4 and batch size 8. The size of input im-
ages is kept fixed (H0 = W0 = 512) by zero-padding. In
the second stage, the verification feature extraction network
ϕ(·) is trained for 50 epochs by AdamW [18] with the learn-
ing rate 10−5, the weight decay 10−4, and the batch size 64.

4.2. Density-based counting performance
DAVE is compared with the density-based state-of-the-art
counters. For consistent comparison, density-based count
estimation is considered in DAVE as well, i.e., the count
is estimated by summation of the output location density
map G (Section 3.2). The methods are evaluated on the
challenging FSC147 [26], which contains 6135 images of
147 object classes, split into 3659 training, 1286 validation
and 1190 test images. The object classes are disjoint across
the splits to reflect realistic applications where the target
object category is unseen during training. In each image,
three exemplars are annotated with bounding boxes and all
target objects by point annotations. The standard evaluation
protocol [26, 28, 38] with Mean Absolute Error (MAE) and
Root Mean Squared Error (RMSE) is followed.

Few-shot counting. In few-shot counting, all three ex-
emplars are considered as the input. DAVE is compared
with the most recent state-of-the-art density-based counters:
LOCA [6], CounTR [16], SAFECount [38], BMNet+ [28],
VCN [24], CFOCNet [37], MAML [10], FamNet [26], and
CFOCNet [37]. Results are summarized in Table 1.
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DAVE outperforms all few-shot density-based counters
by a large margin. It outperforms the long-standing win-
ner LOCA [6] by 13% and 20% in MAE on validation and
test sets, respectively. It achieves a relative improvement
of 14% and a remarkable 43% RMSE on the validation and
test sets, respectively, setting a solid new state-of-the-art.

Table 1. Few-shot density-based counting on the FSC147 [26].

Validation set Test set

Method MAE RMSE MAE RMSE

GMN [20] 29.66 89.81 26.52 124.57
MAML [10] 25.54 79.44 24.90 112.68
FamNet [26] 23.75 69.07 22.08 99.54
CFOCNet [37] 21.19 61.41 22.10 112.71
BMNet+ [28] 15.74 58.53 14.62 91.83
VCN [24] 19.38 60.15 18.17 95.60
SAFECount [38] 15.28 47.20 3 14.32 85.54 3

CounTR [16] 13.13 3 49.83 11.95 3 91.23
LOCA [6] 10.24 2 32.56 2 10.79 2 56.97 2

DAVE 8.91 1 28.08 1 8.66 1 32.36 1

To verify the source of performance improvements, we
visualize DAVE density predictions and compare them with
the recent state-of-the-art methods (Figure 3). We observe
that other methods often count objects of an incorrect cate-
gory (columns 1, 2, 3, 4, 5, 6, 7) or structures in the back-
ground texture (columns 8, 9, 10). This indicates that re-
lated methods over-generalize localization features, which
increases the recall at the cost of reduced precision. DAVE,
however, retains the high recall, while successfully identi-
fying the outliers and suppressing the corresponding activa-
tions in the density map, thus improving precision. This in-
dicates the strong benefits of the proposed detect-and-verify
paradigm for density-based counting.

One-shot counting. In the one-shot counting setup, a
single exemplar is considered. Comparison with the recent
state-of-the-art methods GMN [20], CFOCNet [37], Fam-
Net [26], BMNet+ [28], CounTR [16], and LOCA [6] is re-
ported in Table 2. DAVE excels in one-shot counting, sur-
passing the previous best-performing methods by 5% and
10% MAE, and 9% and 12% RMSE on the validation and
test set, respectively. Results indicate that the detect-and-
verify paradigm helps to fully utilize the meaningful infor-
mation from the only available exemplar, leading to perfor-
mance improvements.

Prompt-based counting. The prompt-based modifica-
tion of DAVE from Section 3.3 (denoted here as DAVEprm)
is compared with the recent state-of-the-art prompt-based
counters ZeroClip [36], CounTX [1] and CLIP-Count [15].
Results in Table 3 show that DAVEprm outperforms the best
counter (CounTX [1]) by 12% and 5% MAE and 17% and
3% RMSE on validation and test sets, respectively. DAVE
thus sets a solid new state-of-the-art in this setup.

Table 2. One-shot density-based counting on the FSC147 [26].

Validation set Test set

Method MAE RMSE MAE RMSE

GMN [20] 29.66 89.81 26.52 124.57
CFOCNet [37] 27.82 71.99 28.60 123.96
FamNet [26] 26.55 77.01 26.76 110.95
BMNet+ [28] 17.89 61.12 16.89 96.65
CounTR [16] 13.15 3 49.72 3 12.06 2 90.01 3

LOCA [6] 11.36 2 38.04 2 12.53 3 75.32 2

DAVE 10.79 1 34.55 1 11.29 1 66.36 1

Table 3. Prompt-based counting on the FSC147 [26].

Validation Set Test Set

Method MAE RMSE MAE RMSE

ZeroClip [36] 26.93 88.63 22.09 115.17
CLIP-Count [15] 18.79 3 61.18 2 17.78 3 106.62 2

CounTX [1] 17.70 2 63.61 3 15.73 2 106.88 3

DAVEprm 15.48 1 52.57 1 14.90 1 103.42 1

Zero-shot counting. The zero-shot modification of
DAVE from Section 3.3 (denoted here as DAVE0-shot) is
compared with the best zero-shot counters LOCA [6],
CounTR [16], RepRPN-C [25] and RCC [13]. The results
in Table 4 show that DAVE0-shot outperforms the state-of-
the-art method LOCA [6], by a significant margin of 11%
and 7% MAE on validation and test set, respectively, and
outperforms all state-of-the-art in RMSE.

Table 4. Zero-shot density-based counting on the FSC147 [26].

Validation Set Test Set

Method MAE RMSE MAE RMSE

RepRPN-C [25] 29.24 98.11 26.66 129.11
RCC [13] 17.49 58.81 3 17.12 104.53 3

CounTR [16] 17.40 2 70.33 14.12 1 108.01
LOCA [6] 17.43 3 54.96 2 16.22 3 103.96 2

DAVE0-shot 15.54 1 52.67 1 15.14 2 103.49 1

4.3. Detection performance

Few-shot detection. Few-shot detectIon performance is
evaluated on the FSCD147 [22] dataset, which has been
recently extended from FSC147 [26] by annotating all ob-
jects with bounding boxes. We follow the standard evalua-
tion protocol [22] with Average Precision (AP) and Average
Precision at IoU=50 (AP50) as the main performance mea-
sures. DAVE is compared with the most recent few-shot
detection-based counter C-DETR [22] as well as adapted
few-shot detectors FSDetView [34], AttRPN [9] from [22].
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Figure 3. Qualitative comparison of DAVE with LOCA [6], SAFECount [38] and CounTR [16]. The first two columns show the input
images and the ground truth (GT), while the predicted densities are shown in the rest.

Table 5. Detection performance on FSCD147 [22].

Validation Set Test Set

Method AP AP50 AP AP50

FSDetView-PB [34] - - 13.41 32.99
FSDetView-RR [34] - - 17.21 33.70
AttRPN-RR [9] - - 18.53 35.87
AttRPN-PB [9] - - 20.97 3 37.19 3

C-DETR [22] 17.27 2 41.90 2 22.66 2 50.57 2

DAVE 24.20 1 61.08 1 26.81 1 62.82 1

Results in Table 5 show that DAVE sets a new state-of-
the-art in all measures on both validation and test splits.
On the validation split, DAVE outperforms the most recent
C-DETR [22] by 40% and 45% in AP and AP50, respec-
tively, and outperforms C-DETR on the test split by 18%
and 24% in AP and AP50, respectively.

The high AP50 and AP indicate that DAVE retrieves
more objects with less false positives, and that localization
of the detected objects is more accurate (see Figure 4, rows
1 and 2). DAVE also performs comparatively well in high-
density regions with small objects, which are very challeng-
ing for the current state-of-the-art (Figure 4, rows 3 and 4).
Compared to the best methods, DAVE better learns the ap-
pearance of targets composed of fine-grained objects, lead-

ing to improved detections (e.g., bowls of pills in Figure 4,
row 5). These results speak of a substantial potential of the
detect-and-verify approach for accurate localization.

We further evaluate DAVE on two recent datasets FSCD-
LVIS [22] and FSCD-LVISuns [22]. Both datasets are cre-
ated from the LVIS [11] dataset containing 6196 images
with 377 classes. In FSCD-LVIS [22] dataset, some classes
in test set appear also in the training set. The second dataset,
FSCD-LVISuns [22] ensures that test set does not contain
classes observed during training. Results in Table 6 show
that DAVE outperforms the top method C-DETR by 37%
and 55% w.r.t. AP and AP50, respectively on the FSCD-
LVIS. On FSCD-LVISuns, DAVE also substantially outper-
forms the best method by 7% and 25% in AP and AP50,
respectively.

Zero-shot detection. To the best of our knowledge,
DAVE0-shot is the first zero-shot method capable of counting
and detection. We thus compare it with the best counting
and detection method C-DETR [22], which however is not
zero-shot, since it requires three input exemplars. Results
in Table 7 reveal excellent performance of DAVE0-shot. On
the validation split, it outperforms C-DETR [22] by 12%
in AP50 and delivers comparable performance on the test
split. While it achieves equally robust detection (AP50) as
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Table 6. Detection on FSCD-LVIS/FSCD-LVISuns [22] test sets.

FSCD-LVIS FSCD-LVISuns

Method AP AP50 AP AP50

FSDetView-RR [34] 1.96 6.70 0.89 2.38
FSDetView-PB [34] 2.72 7.57 1.03 2.89
AttRPN-RR [9] 3.28 9.44 2.52 7.86
AttRPN-PB [9] 4.08 3 11.15 3 3.15 3 7.87 3

C-DETR [22] 4.92 2 14.49 2 3.85 2 11.28 2

DAVE 6.75 1 22.51 1 4.12 1 14.16 1

GT DAVE (ours) C-DETR

(1)

(2)

(3)

(4)

(5)

Figure 4. DAVE localization performance in challenging situa-
tions compared with the current best method C-DETR [22].

C-DETR, the localization is slightly less accurate (lower
AP). Nevertheless, this is a remarkable result, consider-
ing C-DETR requires annotated exemplars as input, while
DAVE0-shot does not. The experiment validates the general-
ity of the proposed detect-and-verify paradigm for all low-
shot counting tasks (few- and zero-shot).

Few-shot detection counting. The previous experi-
ments analyzed the accuracy of detections. To further an-
alyze the detection capability, we measure the accuracy of
count estimation when approximated by the number of de-
tected bounding boxes. In the following, we use the super-
script DAVEbox to distinguish the results from the density-

Table 7. Without requiring exemplars, DAVE0-shot performs on par
or better than C-DETR with three input exemplars.

Validation Set Test Set

Method AP AP50 AP AP50

C-DETR (3-shot) [22] 17.27 1 41.90 2 22.66 1 50.57 1

DAVE0-shot 16.31 2 46.87 1 18.55 2 50.08 2

based count estimation. Results are reported in Table 8.
DAVEbox outperforms all state-of-the-art by a significant
margin, in particular, it outperforms C-DETR by 38% in
MAE and 40% in RMSE. This further confirms the remark-
able detection performance compared to the most recent
detection-based methods. Note that the DAVEbox not only
outperforms all detection-based counters, but also all pub-
lished density-based counters in terms of MAE, including
LOCA [6] (Table 1), which have been up to now unchal-
lenged by the detection-based counters.

Table 8. Few-shot detection-based counting on FSC147 [26].

Validation Set Test Set

Method MAE RMSE MAE RMSE

FSDetView-RR [34] - - 37.83 146.56
FSDetView-PB [34] - - 37.54 147.07
AttRPN-RR [9] - - 32.70 141.07 3

AttRPN-PB [9] - - 32.42 3 141.55
C-DETR [22] 20.38 2 82.45 2 16.79 2 123.56 2

DAVEbox 9.75 1 40.30 1 10.45 1 74.51 1

4.4. Ablation study

Impact of mixed-class training. We first verify whether
false positives in state-of-the-art methods could be reduced
by simply training on images with multiple object cate-
gories. The current top low-shot counter LOCA [6] is thus
retrained on multi-class images, in which a FSCD147 [22]
training image is concatenated with another image contain-
ing objects from a different class for hard negative train-
ing examples, as described in Section 3.4. We denote this
version by LOCAmul and also include CounTR [16] in the
comparison since it already applies such a training setup.
We also construct a subset of FSCD147 composed of im-
ages containing objects from different classes3 (denoted
as FSCD147mul), to expose the sensitivity of a counting
method to other-class objects. Table 9 shows that the count-
ing performance of LOCA on FSCD147mul is significantly
lower compared to FSCD147, confirming that multi-class
images are highly challenging. Training LOCA on multi-
class images (LOCAmul) substantially reduces the average
error on FSCD147mul by 43%, but increases it by 28% on
FSC147. This is likely due to LOCAmul compensating for

3Images were obtained from the test and evaluation splits of FSCD147.
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the improved multi-class performance by a reduced over-
all performance. However, DAVE demonstrates excellent
performance on both datasets and also consistently outper-
forms both LOCA versions and CounTR by large margins.

Impact of cluster selection. We compare the prompt-
based DAVEprm with DAVE0-shot to demonstrate the impact
of the cluster selection method. Notably, DAVEprm selects
the clusters by comparing them with text prompts, while
DAVE0-shot applies majority voting (Section 3.3). While the
performance of the two methods is comparable on average,
DAVEprm substantially outperforms on FSCD147mul. This
result is presented in Table 9 (bottom) and indicates that
prompt-based cluster selection is particularly important on
images with multiple classes to resolve the object category
ambiguity.

Table 9. Performance in presence of objects from multiple classes.

FSCD147 FSCD147mul

MAE(↓) RMSE(↓) AP50(↑) MAE(↓) RMSE(↓)

LOCA [6] 10.79 2 56.97 2 - 21.28 43.67
LOCAmul [6] 12.63 78.95 - 13.25 2 22.57 2

CounTR [16] 11.95 3 91.23 3 - 14.56 3 27.41 3

DAVE 8.66 1 32.36 1 61.08 1 3.05 1 4.94 1

DAVE0-shot 15.54 103.49 50.08 12.86 23.21
DAVEprm 14.90 103.42 50.24 6.46 10.72

Table 10. DAVE architecture analysis on FSCD147 [26].

MAE(↓) RMSE(↓) AP(↑) AP50(↑)

DAVE 8.91 28.08 24.19 61.08
DAVEϕ 9.41 29.91 24.11 60.85
DAVER 8.97 28.12 19.50 53.57
DAVEcat 8.99 28.18 18.49 51.72
DAVEsum 8.95 28.13 20.74 55.54

Architecture design. Finally, we evaluate the DAVE
architectural design decisions. First, we analyze the im-
pact of using the prototype correlation response tensor R̃
in the box regression step. Table 10 shows that remov-
ing R̃ (DAVER) results in a substantial drop of 12% and
9% in AP and AP50. This verifies the importance of fu-
sion with R̃, which contains size and shape information of
the selected objects, considerably improving the localiza-
tion accuracy of DAVE detections. In particular, for tar-
get objects composed of smaller objects, this information
is crucial for accurate bounding box prediction (Figure 4,
last row). To evaluate the importance of the feature fusion
module (FFM), we replace it with sum (DAVEsum), and con-
catenation (DAVEcat). Both replacements result in a detec-
tion performance drop of 9% and 15% AP, respectively. To
validate the importance of robust appearance features in the
verification stage, we remove the feature projection network
ϕ(·) and perform clustering directly on the backbone fea-
tures (DAVEϕ). The errors of DAVEϕ increase by 6% in

MAE and 7% RMSE.
Limitations. DAVE outputs detections (i.e., bounding

boxes), as well as total counts estimated from the density.
To expose limitations, we inspect the discrepancy between
the total count estimates and the number of detections with
respect to the number of objects in the image (Figure 5).
The discrepancy is most apparent for images with very large
object counts, which typically contain many small objects
packed together (i.e., extremely dense regions). Further er-
ror reductions are thus expected by improving DAVE detec-
tion stage in the presence of extreme density. The limitation
is common to all low-shot counters, and we defer this to fu-
ture research.

ERROR: 0 ERROR: 0.7

ERROR: 495 ERROR: 209.3

Figure 5. DAVE density-based and box-count accuracy with re-
spect to the number of objects in the image.

5. Conclusion
We presented a novel low-shot object counting and detec-
tion method DAVE, that narrows the performance gap be-
tween density-based and detection-based counters. DAVE
spans the entire low-shot spectrum, also covering text-
prompt setups, and is the first method capable of zero-shot
detection-based counting. This is achieved by the novel
detect-and-verify paradigm, which increases the recall as
well as precision of the detections.

Extensive analysis demonstrates that DAVE sets a new
state-of-the-art in total count estimation, as well as in de-
tection accuracy on several benchmarks with comparable
complexity to related methods, running 110ms/image. In
particular, DAVE outperforms the long-standing top low-
shot counter [6], as well as the recent detection-based
counter [22]. In a zero-shot setup, DAVE outperforms
all density-based counters and delivers detections on par
with the most recent few-shot counter that requires at least
few annotations. DAVE also sets a new state-of-the-art in
prompt-based counting. In our future work, we plan to ex-
plore interactive counting with the human in the loop and
improve detection in extremely dense regions.
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