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Abstract

3D human pose data collected in controlled laboratory
settings present challenges for pose estimators that gen-
eralize across diverse scenarios. To address this, domain
generalization is employed. Current methodologies in do-
main generalization for 3D human pose estimation typically
utilize adversarial training to generate synthetic poses for
training. Nonetheless, these approaches exhibit several lim-
itations. First, the lack of prior information about the target
domain complicates the application of suitable augmenta-
tion through a single pose augmentor, affecting generaliza-
tion on target domains. Moreover, adversarial training’s
discriminator tends to enforce similarity between source
and synthesized poses, impeding the exploration of out-of-
source distributions. Furthermore, the pose estimator’s op-
timization is not exposed to domain shifts, limiting its over-
all generalization ability.

To address these limitations, we propose a novel frame-
work featuring two pose augmentors: the weak and the
strong augmentors. Our framework employs differential
strategies for generation and discrimination processes, fa-
cilitating the preservation of knowledge related to source
poses and the exploration of out-of-source distributions
without prior information about target poses. Besides, we
leverage meta-optimization to simulate domain shifts in the
optimization process of the pose estimator, thereby improv-
ing its generalization ability. Our proposed approach sig-
nificantly outperforms existing methods, as demonstrated
through comprehensive experiments on various benchmark
datasets. Our code will be released at https://
github.com/davidpengucf/DAF-DG.

1. Introduction

3D human pose estimation (HPE) is the process of pre-
dicting the 3D coordinates of human joints from images or
videos. It serves as the foundation for various applications
including person re-identification [29], action recognition
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Figure 1. Comparisons between existing single-augmentor frame-
works and our proposed dual-augmentor framework on a toy ex-
ample. Current single-augmentor methods excel at simulating Tar-
get Domain 2 but exhibit limitations in simulating Target Domain
1, closely resembling the source, and Target Domain 3, deviating
significantly from the source. In our framework, the weak aug-
mentor excels in simulating Target Domain 1, while the strong
augmentor effectively imitates both Target Domain 2 and 3.

[10, 20, 34], human mesh recovery [44, 45], virtual reality
[9, 35]. However, the annotated 3D data are often collected
in controlled laboratory environments for convenience, fea-
turing indoor settings and limited actions performed by few
individuals. As a result, pose estimators trained on these
labeled datasets face challenges in generalizing to varied
in-the-wild scenarios. Hence, the notion of domain gener-
alization (DG) is pivotal in incorporating knowledge from
labeled (source) data into a pose estimator that could gen-
eralize well on unseen (target) data. Unlike domain adapta-
tion (DA) which involves the training with target data, DG
relies solely on the source data as a reference, without any
prior information about the target data.

Existing DG approaches for 3D HPE [7, 11, 37] conduct
substantial augmentations on the source poses to obtain syn-
thesized poses via adversarial training, and incorporate the
synthesized poses as complementary to the source poses for
HPE model training. However, these methods have several
limitations. First, in the context of DG for 3D HPE, there
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is a complete lack of information about poses in target do-
mains. If target poses closely resemble the source (as Target
Domain 1 in Fig. 1), poses generated by extensive aug-
mentation notably differ from the target, thereby impeding
generalization. Conversely, when target poses significantly
deviate from the source distributions (as Target Domain 3 in
Fig. 1), poses generated via insufficient augmentation may
not sufficiently explore out-of-source knowledge to simu-
late the target. Existing methods only use a single augmen-
tor, making it challenging to simultaneously achieve both
objectives. Second, the adversarial training between synthe-
sized and source poses constrains the diversity of genera-
tion. Existing methods typically employ the generative ad-
versarial network (GAN) [6] structure, which includes one
pose generator responsible for pose generation and one dis-
criminator to assist the pose generator by providing feed-
back. Specifically, the discriminator enforces similarity
between synthesized and source poses, aiming to ensure
that the generated poses closely resemble the source poses,
which harms the exploration of out-of-source knowledge.

To address these limitations, we propose a novel frame-
work featuring two pose augmentors: the weak augmen-
tor and the strong augmentor. The weak augmentor is de-
signed to simulate target poses closely resembling source
poses, while the strong augmentor generates target poses
that exhibit significant deviations from source distributions.
To delineate their characteristics, differential strategies are
employed for generation and discrimination processes, as
detailed in Sec. 3.3. Notably, our framework alleviates
the constraints on strong-augmented poses by traditional
adversarial training methods. Instead of enforcing simi-
larity between the source and all the augmented poses, we
utilize weak-augmented poses as an intermediary, enabling
discrimination between strong- and weak-augmented poses
and facilitating discrimination between source and weak-
augmented poses. To optimize the utilization of synthe-
sized poses, we introduce meta-optimization among source,
weak-augmented, and strong-augmented poses, as elabo-
rated in Sec. 3.4. Our training process exposes the pose es-
timator to domain shifts during the optimization processes,
thereby enhancing its adaptability to handle domain shifts
during the inference stage. Our contributions can be sum-
marized in three main aspects:

• We propose a novel framework featuring both the weak
and strong pose augmentors, which effectively preserves
knowledge related to source poses while simultaneously
exploring out-of-source distributions through differential
strategies for the generation and discrimination processes
of the two augmentors.

• We introduce meta-optimization to enhance the utiliza-
tion of synthesized poses. By simulating domain shifts
among source, weak-augmented, and strong-augmented
poses during the optimization processes, the pose estima-

tor’s generalization ability is further improved.
• We conduct comprehensive experiments on several

benchmark datasets, and the results demonstrate that our
approach significantly outperforms state-of-the-art meth-
ods by a considerable margin.

2. Related Work
3D Human Pose Estimation. The widely adopted two-
stage technique in 3D HPE, as demonstrated in [23, 36,
38, 40, 43, 46], initially employs 2D human pose estimators
[17, 26, 27, 33] for 2D pose predictions, followed by lifting
these predictions to 3D poses. Among these approaches,
[38] integrates graph-structured semantic information to en-
hance the estimation process, while [23] utilizes dilated
temporal convolutional layers for temporal information en-
coding, and [43] presents a purely transformer-based 3D ap-
proach. Moreover, [36] effectively models inter-frame cor-
respondences with a mixed sequence-to-sequence encoder,
and recent works such as [40] explore the frequency domain
to improve inference efficiency, and [46] employs unified
representation learning for 3D human poses.
Domain Generalization. Current DG methods aim to learn
domain-invariant representations and are categorized into
three types: domain alignment [21, 41], meta-learning [15,
28], and augmentation strategies [24, 25, 39, 42]. For do-
main alignment, [41] enhances the conditional invariance of
learned features by incorporating an entropy regularization
term, leading to improved classifier generalization. [21]
iteratively segregates samples into latent domains through
clustering. Concerning meta-learning, [15] proposes a
model-agnostic training procedure that simulates domain
shift during training, whereas [28] applies meta-learning
to single-domain generalization. Regarding augmentation
strategies, [39] introduces a novel regularization term for
adversarial data augmentation derived from the information
bottleneck principle, while [42] presents a unique style hal-
lucination module to generate style-diversified samples cru-
cial for generalization.

Differing from the current DG approaches for 3D HPE
that focus solely on augmentations, we also incorporate
meta-learning-based approaches to enhance generalization.
Cross-domain Learning for 3D Human Pose Estimation.
Cross-domain learning for 3D HPE is categorized into two
types: domain generalization [7, 11, 16, 37] and domain
adaptation [2, 4, 18]. In domain generalization, training
processes exclusively utilizes source data, and the resulting
model is directly applied to infer target data. [37] adjusts
various geometry factors of human poses through differen-
tiable operations. [11] applies DH Forward Kinematics [1]
to drive 3D pose augmentation and obtain diverse poses.
[7] incorporates Counterfactual Risk Minimization [30] to
achieve unbiased learning. [16] addresses with network de-
signs like the interpolation sub-net and body-parts grouping
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net. In domain adaptation, labeled source data and unla-
beled target data are used simultaneously during the train-
ing process. [4] employs generative adversarial network [6]
to discriminate between source and target during training.
[2] utilizes global position alignment and local pose aug-
mentation to transfer from source to target. [18] employs a
multi-hypotheses network along with target-specific source
augmentation for the problem.

In this paper, we focus on domain generalization for
3D HPE. In addition to synthesizing novel 3D poses for
better generalization, we also simulate domain shifts by us-
ing both source and synthesized poses during optimizations.

3. Methodology

3.1. Preliminaries

2D-to-3D lifting Paradigm of 3D HPE. Current 2D-to-3D
lifting paradigm of 3D HPE [23, 36, 38, 43] assumes that
xs
i ∈ RJ×2 represents the 2D coordinates of J keypoints

of a sample in the source domain (2D poses as input), and
ysi ∈ RJ×3 represents the corresponding 3D positions in the
camera coordinate system (3D poses as output), we denote
the source domain with N samples as S = {(xs

i , y
s
i )}Ni=1,

encompassing N 2D-3D pairs. Moreover, we define the
pose estimator as P : xs

i 7→ ŷsi , where ŷsi represents the
predicted corresponding 3D pose positions. For a fully su-
pervised human pose estimation problem, we aim to achieve
an ideal P by solving the following optimization objective:

min
P

E(xs
i ,y

s
i )∈SLMSE(P(xs

i ), y
s
i ), (1)

where LMSE represents the Mean Squared Error (MSE)
loss. However, the objective [23, 43] is designed to achieve
optimal performance on source poses, rendering it inade-
quate for addressing the DG problem, as it does not account
for the domain gap between source and target domains.
DG for 3D HPE. Within the paradigm of 2D-to-3D lift-
ing HPE, our primary goal is to derive an estimator P that
demonstrates commendable 3D HPE performance specifi-
cally within the target domain T . Under this scenario, the
target domain T = {(xt

j , y
t
j)}Mj=1 with M samples can only

be used for inference and is not involved in the training pro-
cess. However, when utilizing solely the original source do-
main, the pose estimator cannot learn out-of-source distri-
butions, which is essential for achieving good performance
on the target domain. Existing methods [7, 11, 16, 37] tend
to conduct augmentation to the original source poses to en-
hance data diversity, thereby improving the estimator’s gen-
eralization ability. The augmentor is denoted as A : ysi 7→
yai , while the projection from 3D to 2D via camera param-
eters (completely known) is defined as R : yai 7→ xa

i . Con-
sequently, the min-max optimization objective for domain

generalization can be defined as follows:

min
P

max
A

E(xs
i ,y

s
i )∈S [LMSE(P(xs

i ), y
s
i )

+ LMSE(P(R(A(ysi ))),A(ysi ))].
(2)

The objective is a min-max game between the pose aug-
mentor A and the pose estimator P , encouraging the es-
timator P to learn out-of-source distributions, while con-
ducting augmentations to a significant extent is beneficial to
generate more diverse samples, and that is why the loss is
minimized with respect to the augmentor P and maximized
with respect to the augmentor A in the optimization.

3.2. Overview of the Proposed Method

Existing methods [7, 11, 37] often apply intricate augmen-
tations to the original poses in the source domain, relying
on the discrimination between augmented poses and source
poses simultaneously. However, this kind of approach raises
two concerns. First, as this is a DG problem for 3D HPE,
any information about the target domain is entirely un-
known. If the target domain bears a striking resemblance to
the source domain (like Target Domain 1 in Fig. 1), poses
generated by extensive augmentation might hinder the pose
estimator’s inference on it. Conversely, in cases where the
target domain significantly diverges from the source distri-
butions (like Target Domain 3 in Fig. 1), poses generated
by insufficient augmentation may fail to adequately explore
out-of-source knowledge for the pose estimator. Second,
when target domain is distant from the source and needs
significant augmentations, the adversarial training between
source and synthesized poses limits the diversity of gener-
ated poses. Specifically, the discriminator enforces similar-
ity between source and synthesized poses, thereby causing
the synthesized poses to remain similar to the source poses.

To tackle these concerns, we propose a novel dual-
augmentor framework depicted in Fig. 2. This frame-
work involves two augmentors that generate weak- and
strong-augmented poses, enabling the handling of di-
verse unknown target domains. Additionally, the weak-
augmentation module serves as a bridge between strong-
augmented and source poses. Specifically, the discrimina-
tion between source poses and weak-augmented poses is
utilized to update the weak augmentor, while the discrim-
ination between weak- and strong-augmented poses is em-
ployed to optimize the strong augmentor. This approach
liberates the strong augmentor from heavy reliance on the
source domain and enables the exploration of more out-of-
source knowledge. Further details regarding the pose aug-
mentation process can be found in Sec. 3.3.

Having elucidated the methodology for synthesizing
poses, the subsequent discourse pivots towards the utiliza-
tion of these synthesized poses. Previous works [7, 11, 37]
overlook the interactions between source poses and aug-
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Figure 2. Overall framework of our dual-augmentor method. Initially, the original pose undergoes processing through two pose augmentors,
resulting in weak- and strong-augmented poses (See Sec. 3.3). The weak augmentor simulates target domains similar to the source domain,
while the strong augmentor emulates target domains that deviate significantly from the source distributions. Subsequently, the original pose
and the two augmented poses are input to the pose estimator for further meta-optimization (See Sec. 3.4).

mented poses, dealing with the optimizations of pose esti-
mator on them separately. In contrast, we propose a model-
agnostic meta optimization approach that enhances the in-
teractions between source poses and the two types of aug-
mented poses to simulate domain shifts in the optimization
and leverage domain-invariant knowledge while maintain-
ing the original 2D-to-3D lifting backbone’s structure un-
changed. Further details concerning the meta optimization
process can be found in Sec. 3.4.

3.3. Pose Augmentation
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Figure 3. The differentiation of the weak and strong generators.
Within each pipeline, denoted as ”W-” for weak ones and ”S-”
for strong ones, there exist four pose states: original (OR), after
bone angle operation (BA), after bone length operation (BL) and
after rotation and translation operation (RT). For proximate states,
similarities are enhanced for both generators. When there is a one-
state gap between states, the weak generator continues to enhance
similarities, whereas the strong generator enlarges dissimilarities.

The pose augmentation architecture comprises two pose
augmentors: the weak augmentor and the strong augmen-
tor. Each augmentor comprises two components: the gen-
erator, responsible for producing diverse synthesized poses
to facilitate the training of the pose estimator, and the dis-
criminator, which collaborates with the generator to regu-

late the quality of the generated poses. Our objective is to
apply differential strategies to the generation (named differ-
ential generation) and discrimination (named differential
discrimination) of the two augmentors, enabling them to
generate weak- and strong-augmented poses.

Differential Generation: The generation process, as illus-
trated in Figure 3, consists of three modules in sequence for
each generator pipeline: the Bone Angle Generator, Bone
Length Generator, and Rotation and Translation Generator,
resulting in four statuses in the pipeline: original (OR), after
the bone angle operation (BA), after the bone length oper-
ation (BL), and after the rotation and translation operation
(RT). Existing approaches such as [16, 37] typically treat
the entire generation pipeline in an end-to-end manner and
only utilize the (OR,RT ) pair. In contrast, our method
deals with the generation in a more fine-grained fashion.
We group statuses into pairs based on their relations: prox-
imate pairs as PP = {(OR,BA), (BA,BL), (BL,RT )},
and one-state gap pairs as OG = {(OR,BL), (BA,RT )}.

To begin, we define the measurement of similarity within
a pair. Solely relying on conventional absolute position
losses, such as the MSE loss, is not adequate in this con-
text for two reasons. First, the three modules within the
generator all perform operations on the level of bone vec-
tor, not on the joint positions. If one joint undergoes signif-
icant position changes after an operation, other joints con-
nected to it will also experience considerable movement,
even if the bone vector between them remains stable. In
such cases, position-based measurements cannot fully re-
flect the extent of augmentation based on the bone vector.
Second, human poses possess kinematic attributes, and a
position-based measurement overlooks the graphical infor-
mation. Therefore, we introduce the Laplacian weighted
similarity measurement. For the human model, it is straight-
forward to obtain degree matrix D and adjacency matrix A,
and the normalized Laplacian matrix can be represented as:
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WNL = I −D− 1
2AD− 1

2 , (3)

where I is the identity matrix, and WNL is the normalized
Laplacian matrix encoding graphical information. Given a
pair of statuses (st1, st2) (from either PP or OG), the simi-
larity measurement is defined as:

Lsim(st1, st2) = ∥st1 − st2∥︸ ︷︷ ︸
MSE Similarity

+ ∥WNLst1 −WNLst2∥︸ ︷︷ ︸
Laplacian Weighted Similarity

. (4)

To differentiate between the two generators, we apply
distinctive strategies. For the weak generator, we enhance
similarities for its PP and OG sets to maintain a slight level
of augmentation in the synthesized poses, as indicated by:

Lwg = E
(st1,st2)∈PP

Lsim(st1, st2)

+ α1 E
(st1,st2)∈OG

Lsim(st1, st2).
(5)

For the strong generator, we enhance similarities within its
PP set to ensure the reasonableness of the synthesized out-
put, while enlarging dissimilarities within its OG sets to
maintain a significant level of augmentation, expressed as:

Lsg = E
(st1,st2)∈PP

Lsim(st1, st2)

− α2 E
(st1,st2)∈OG

Lsim(st1, st2).
(6)

α1 and α2 are trade-off parameters.
Differential Discrimination: The discrimination process
comprises two min-max games [6, 8]: one between the
source pose and the weak-augmented poses, and the
other between the weak-augmented pose and the strong-
augmented pose. We adopt the WGAN-GP [8] structure
here. The discrimination losses regarding the source poses
yor, weak-augmented poses ywa, and strong-augmented
poses ysa are defined as follows:

Lwd = E[Dwa(y
or)]− E[Dwa(y

wa)]

+ β1E(1− ∥∇ŷwaDwa(ŷ
wa)∥),

(7)

Lsd = E[Dsa(y
wa)]− E[Dsa(y

sa)]

+ β2E(1− ∥∇ŷsaDsa(ŷ
sa)∥).

(8)

Here, Lwd is the discrimination loss between yor and ywa,
used to update the weak augmentor, and Dwa is the weak
discriminator. Lsd is the discrimination loss between ywa

and ysa, used to update the strong augmentor, and Dsa is the
strong discriminator. ŷwa and ŷsa are built via interpolation,
such that ŷwa = ϵyor + (1− ϵ)ywa and ŷsa = ϵywa + (1−
ϵ)ysa, where ϵ is randomly drawn from U [0, 1]. β1 and β2

are trade-off parameters.
By implementing this discrimination process in two min-

max games, the weak augmentor is capable of retaining
more source information and alleviating adverse effects

stemming from irrationally synthesized poses. Simultane-
ously, the strong augmentor can overcome a strong depen-
dency on the source distributions, and explore out-of-source
distributions more effectively. With diverse synthesized
poses to simulate potential target poses, it is beneficial for
further domain generalization in pose estimation.

3.4. Meta Optimization

Algorithm 1 Meta Optimization Pseudo Code

Input: Original source 2D-3D pose pairs (xor, yor); Weak
Generator Gwa; Strong Generator Gsa

Init: Pose estimator Pt, Learning rates lr1 and lr2, inner
loop iteration k, Hyperparameter γ

Output: Updated pose estimator Pt+2 after two-step meta
optimization

1: Generate weak-augmented 3D poses ywa = Gwa(y
or)

2: Project ywa to 2D poses xwa with camera parameters
3: // Meta-train on Source data:
4: Update P ′

t = Pt − lr1∇LMSE(Pt(x
or), yor)

5: for i← 1, .., k do
6: // Meta-test on Weak-augmented data:
7: Lweak−test = LMSE(P ′

t(x
wa), ywa)

8: end for
9: // Meta update on Source and Weak-augmented data:

10: Lt+1 = LMSE(Pt(x
or), yor) + γLweak−test

11: Pt+1 = Pt − lr2(∂Lt+1/∂Pt)
12: Generate strong-augmented 3D poses ysa = Gsa(y

or)

13: Project ysa to 2D poses xsa with camera parameters
14: // Meta-train on Weak-augmented data:
15: Update P ′

t+1 = Pt+1 − lr1∇LMSE(Pt+1(x
wa), ywa)

16: for i← 1, .., k do
17: // Meta-test on Strong-augmented data:
18: Lstrong−test = LMSE(P ′

t+1(x
sa), ysa)

19: end for
20: // Meta update on Weak- and Strong-augmented data:
21: Lt+2 = LMSE(Pt+1(x

wa), ywa) + γLstrong−test

22: Pt+2 = Pt+1 − lr2(∂Lt+2/∂Pt+1)

For DG problem in 3D HPE, two principal challenges
must be addressed. First, there is the issue of synthesizing
data, as detailed in Section 3.3. The second challenge re-
volves around the effective utilization of synthesized data,
a facet often overlooked by current methodologies. Exist-
ing DG approaches for 3D HPE [11, 37], conduct the op-
timization of the pose estimator based on source and syn-
thesized data independently. Unfortunately, this approach
lacks mechanisms for fostering interactions between these
two optimization processes, resulting in a deficiency of sim-
ulated domain shifts in the optimization trajectory.

In contrast, our proposed model-agnostic strategy
incorporates meta-optimization to bolster interactions
among source poses, weak-augmented poses, and strong-
augmented poses. This process facilitates the learning of
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domain-invariant knowledge during the update of the pose
estimator, as outlined in Algorithm 1. The effectiveness of
this approach lies in the fact that the objectives in meta-
optimization not only aim to minimize losses on source and
synthesized poses but also enhance the alignment of opti-
mization directions during training, thus enhancing gener-
alization significantly.

The algorithm can be dissected into two parts: Lines 1-
11 manage interactions between source poses and weakly-
augmented poses, while Lines 12-22 address interactions
between weak- and strong-augmented poses. This step-by-
step approach is taken due to the substantial domain gap
between source poses and strong-augmented poses. Weak-
augmented poses serve as a bridge between source poses
and strong-augmented poses, alleviating the challenge of
directly aligning source and strong-augmented data. By in-
corporating all three types of poses in the optimization, the
pose estimator can effectively generalize across diverse tar-
get domains, avoiding overfitting specific pose data types.

4. Experiments

4.1. Datasets and Metrics

In this paper, we evaluate our approach using several
widely-used 3D human pose benchmarks, including Hu-
man3.6M [12], MPI-INF-3DHP [22], and 3DPW [31].
Moreover, following previous works [11, 16, 37], we adopt
the 16-keypoint human model with Hip joint as the origin.
Human3.6M is an indoor dataset comprising 3.6 million
frames and consisting of 7 subjects denoted as S1, S5, S6,
S7, S8, S9, and S11. For the cross-dataset evaluation in Tab.
1, Tab. 2 and Tab. 5, we use S1, S5, S6, S7, S8 as the source
domain. In the cross-scenario evaluation on the entire Hu-
man3.6M dataset in Tab. 3, S1, S5, S6, S7, S8 are the source
domain, while S9 and S11 are the target domain. Mean Per
Joint Position Error (MPJPE) and Procrustes-Aligned Mean
Per Joint Position Error (PA-MPJPE) are employed as eval-
uation metrics. For the cross-scenario evaluation on partial
Human3.6M, we follow previous works [4, 11, 16] to de-
fine two tasks as shown in Tab. 4. One task uses S1 as the
source and S5, S6, S7, S8 as the target, while the other task
uses S1, S5 as the source and S6, S7, S8 as the target. Both
tasks utilize MPJPE as the metric.
MPI-INF-3DHP (3DHP) is an in-the-wild dataset, and we
utilize only its test set for cross-dataset evaluation, as shown
in Tab. 1 and Tab. 5, which consists of approximately 3k
frames. The results are presented based on three metrics:
Percentage of Correct Keypoints (PCK), Area Under the
Curve (AUC), and MPJPE.
3DPW is another in-the-wild dataset featuring more chal-
lenging poses and scenes. We utilize it for cross-dataset
evaluation, as shown in Tab. 2. Here PA-MPJPE and
MPJPE serve as the evaluation metrics.

4.2. Implementation Details

For all the generators and discriminators, we ensure consis-
tency by employing the same fully-connected layers, align-
ing with the methodology described in [37]. In the data
augmentation process, the learning rate is set to 1e-4 for
generators and 2e-4 for discriminators. We set α1 and α2

to 0.50 and 0.35, respectively, while both β1 and β2 are as-
signed a value of 4. During the meta optimization process,
we utilize a learning rate of 1e-4 for lr1 and 5e-4 for lr2.
The trade-off parameter γ and the inner loop iteration k are
both set to 1.

Moreover, we employ the Adam optimizer [13] for data
augmentation and the AdamW optimizer [19] for meta opti-
mization. Our experiments are conducted with a batch size
of 1024 over 60 epochs. We initialize the pose estimator
with a warm-up phase lasting two epochs for supervised
learning on source data. From the third epoch onwards, data
augmentation and meta-optimization begin.

4.3. Quantitative Results

Table 1. Cross-dataset evaluation on 3DHP dataset.

Method Venue DG PCK ↑ AUC ↑ MPJPE ↓
VPose (1-frame) [23] CVPR’19 × 80.9 42.5 102.3

EvoSkeleton [17] CVPR’20 ✓ 81.2 46.1 99.7
RepNet [32] CVPR’19 ✓ 81.8 54.8 92.5

PoseAug [37] TPAMI’23 ✓ 88.6 57.3 73.0
DH-AUG [11] ECCV’22 ✓ 89.5 57.9 71.2

PoseGU [7] CVIU’23 ✓ 86.3 57.2 75.0
CEE-Net [16] AAAI’23 ✓ 89.9 58.2 69.7

Ours ✓ 92.9 60.7 63.1

Table 2. Cross-dataset evaluation on 3DPW dataset.

Method Venue DG PA-MPJPE ↓ MPJPE ↓
VPose (1-frame) [23] CVPR’19 × 94.6 125.7

VIBE [14] CVPR’20 ✓ 82.3 122.5
PoseAug [37] TPAMI’23 ✓ 81.6 119.0
DH-AUG [11] ECCV’22 ✓ 79.3 112.8

PoseGU [7] CVIU’23 ✓ 92.3 -
CEE-Net [16] AAAI’23 ✓ 76.8 -

Ours ✓ 73.2 106.6

Table 3. Cross-scenario evaluation on Entire Human3.6M dataset.
S1,S5,S6,S7,S8 are the source and S9,S11 are the target.

Method Venue DG MPJPE ↓ PA-MPJPE ↓
VPose (1-frame) [23] CVPR’19 × 52.7 40.9

EvoSkeleton [17] CVPR’20 ✓ 50.9 38.0
PoseAug [37] TPAMI’23 ✓ 50.2 39.1
DH-AUG [11] ECCV’22 ✓ 49.8 38.3
CEE-Net [16] AAAI’23 ✓ 47.3 36.8

Ours ✓ 44.4 34.6

Cross-dataset evaluation results. In cross-dataset evalua-
tions, source and target come from different datasets. Fol-
lowing identical paradigms from existing methods [11, 16,
37], we use ground truth 2D keypoints as input, single-
frame VPose [23] as the lifting backbone, and Human3.6M
as the source dataset. Our method demonstrates notable per-
formance in all metrics, as presented in Tab. 1 and Tab.
2. Notably, our approach outperforms CEE-Net by 3.0% in
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Figure 4. Qualitative results on Cross-dataset evaluation. Left is 3DHP dataset, and right is 3DPW dataset.
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Figure 5. Results on Cross-scenario evaluation. Left is for task S1,S5,S6,S7,S8 → S9,S11, and right is for task S1,S5 → S6,S7,S8.

Table 4. Cross-scenario evaluation on Partial Human3.6M dataset.
For the task ”S1”, S1 is the source and S5, S6, S7, S8 are the target.
For the task ”S1+S5”, S1 and S5 are the source, and S6, S7, S8 are
the target. MPJPE (↓) is used for evaluation.

Method Venue DG S1 S1+S5
VPose (1-frame) [23] CVPR’19 × 65.2 57.9

EvoSkeleton [17] CVPR’20 ✓ 61.5 54.6
PoseAug [37] TPAMI’23 ✓ 56.7 51.3
DH-AUG [11] ECCV’22 ✓ 52.2 47.0
CEE-Net [16] AAAI’23 ✓ 51.9 46.7

Ours ✓ 50.3 45.4

Table 5. Cross-dataset evaluation with MPJPE (↓) on 3DHP with
varied 2D predictions and 2D-to-3D backbones (1-frame).

Method DG DET [5] CPN [3] HR [33] GT
SemGCN [38] × 101.9 98.7 95.6 97.4

SemGCN + PoseAug [37] ✓ 89.9 89.3 89.1 86.1
SemGCN + CEE-generator [16] ✓ 83.6 82.8 82.4 81.3

SemGCN + DH-AUG [11] ✓ 79.7 76.7 73.0 71.3
SemGCN + Ours ✓ 76.5 74.1 70.7 68.9

VPose [23] × 92.6 89.8 85.6 86.6
VPose + PoseAug [37] ✓ 78.3 78.4 73.2 73.0

VPose + CEE-generator [16] ✓ 75.6 75.2 71.2 71.4
VPose + DH-AUG [11] ✓ 76.7 74.8 71.1 71.2

VPose + Ours ✓ 72.4 70.9 62.4 63.1
PoseFormer [43] × 91.9 89.2 84.2 85.7

PoseFormer + PoseAug [37] ✓ 77.7 77.5 72.1 72.3
PoseFormer + CEE-generator [16] ✓ - - - -

PoseFormer + DH-AUG [11] ✓ 75.6 74.8 71.6 72.0
PoseFormer + Ours ✓ 72.2 70.5 62.8 63.4

MixSTE [36] × 90.6 87.4 82.0 84.0
MixSTE + PoseAug [37] ✓ 76.1 76.3 71.7 71.6

MixSTE + CEE-generator [16] ✓ - - - -
MixSTE + DH-AUG [11] ✓ 74.8 74.4 70.9 70.7

MixSTE + Ours ✓ 70.5 68.2 60.4 61.0

PCK and 2.5% in AUC, and reduces MPJPE by 6.6mm in
the 3DHP task. In the case of 3DPW, our method shows an
improvement of 3.6mm in PA-MPJPE compared to CEE-
Net [16]. While CEE-Net [16] and PoseGU [7] do not dis-
close their codes or report their results on MPJPE, it is evi-
dent that our method surpasses DH-AUG [11] by 6.2mm.
Cross-scenario evaluation results. In cross-scenario eval-
uations, source and target come from different subsets of
the same dataset. Maintaining consistency with previous
works, we utilize ground truth 2D keypoints as input and
single-frame VPose [23] as the 2D-to-3D lifting network.

For the situation of using Entire Human3.6M in Tab. 3,
our method demonstrates superior performance compared
to CEE-Net [16] with a 2.9mm reduction in MPJPE and
a 2.2mm improvement in PA-MPJPE. In the case of using
partial Human3.6M in Tab. 4, our approach surpasses CEE-
Net [16] by 1.6mm in the S1 task and 1.3mm in the S1+S5
task based on the MPJPE metric.
Results with varied 2D predictions and backbones. The
results presented in Tables 1 to 4 are confined to the us-
age of ground truth 2D input and single-frame VPose back-
bone, which may raise concerns about the universality of the
proposed method. To address this concern, we assess the
performance of our approach with various 2D predictions
such as DET [5], CPN [3], HRNet [33], and diverse lifting
backbones including SemGCN [38], PoseFormer [43], and
MixSTE [36], as displayed in Table 5. In this evaluation,
3DHP serves as the dataset, and MPJPE is the metric used.
Notably, all the listed backbones are single-frame versions.
As CEE-Net [16] only provides results for its generation
part, CEE-generator, and does not offer open-source code,
we have included partial results of CEE-generator. From
Table 5, it is evident that our method surpasses all the ex-
isting methods, demonstrating the robustness of our frame-
work across various settings.

4.4. Qualitative Results

Fig. 4 shows qualitative results on cross-dataset evalua-
tion (3DHP on the left side and 3DPW on the right side),
while Fig. 5 displays qualitative results on cross-scenario
evaluation (S1,S5,S6,S7,S8 → S9,S11 on the left side and
S1,S5 → S6,S7,S8 on the right side). HRNet [33] is ap-
plied as the 2D pose estimator and VPose [23] is the 2D-to-
3D lifting backbone. We use Source-only, PoseAug [37],
DH-AUG [11], Ours, and Ground Truth (GT) for qualita-
tive comparison. Because CEE-Net does not provide source
codes or pretrained models, we cannot generate visual ex-
amples from it. It is evident that our method outperforms
other baselines significantly.
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4.5. Ablation Study

Ablation study on the overall framework. The ablation
study is conducted to illustrate the functions of three pro-
posed modules: differential generation (DiffGen) in Sec.
3.3, differential discrimination (DiffDis) in Sec. 3.3, and
meta optimization (MetaOpt) in Sec. 3.4. In Tab. 6, we ap-
ply ground truth as 2D predictions and VPose as the back-
bone. The absence of DiffGen leads to a decrease in PCK
and AUC by 2.4% and 2.1% respectively, accompanied by
a 5.9mm increase in MPJPE on 3DHP, while it increases
PA-MPJPE and MPJPE by 3.1mm and 5.2mm separately
on 3DPW. Similarly, the exclusion of DiffDis results in a
decrease of 1.7% in both PCK and AUC, with a correspond-
ing 4.1mm increase in MPJPE on 3DHP. As for 3DPW, the
removal causes a degradation of 1.9mm in PA-MPJPE and
3.0mm in MPJPE. Besides, the removal of MetaOpt leads to
a decline in PCK and AUC by 1.2% and 0.8% respectively,
along with a 2.4mm increase in MPJPE on 3DHP, and an
increase of 1.3mm and 1.8mm in PA-MPJPE and MPJPE
separately. These results show that each module plays a
critical role in obtaining better generalization.

Table 6. Overall framework ablation study on 3DHP and 3DPW

3DHP 3DPW
Method PCK ↑ AUC ↑ MPJPE ↓ PA-MPJPE ↓ MPJPE ↓

Ours w/o DiffGen 90.5 58.6 69.0 76.3 111.8
Ours w/o DiffDis 91.2 59.0 67.3 75.1 109.6

Ours w/o MetaOpt 91.7 59.9 65.5 74.5 108.4
Ours 92.9 60.7 63.1 73.2 106.6

Ablation study on the generators. There exist two gen-
erators in our framework, and each with two pair groups.
In this part, we discuss the functions of proximate pairs
in weak augmentor (W-PP), proximate pairs in strong aug-
mentor (S-PP), one-state gap pairs in weak augmentor (W-
OG), and one-state gap pairs in strong augmentor (S-OG).

Table 7. Generators’ ablation study on 3DHP and 3DPW

3DHP 3DPW
Method PCK ↑ AUC ↑ MPJPE ↓ PA-MPJPE ↓ MPJPE ↓

Ours w/o W-PP 88.3 57.5 72.6 81.7 118.8
Ours w/o S-PP 90.8 58.2 71.3 78.1 111.0

Ours w/o W-OG 92.1 59.6 65.8 74.7 108.7
Ours w/o S-OG 91.4 58.9 68.2 75.4 109.5

Ours 92.9 60.7 63.1 73.2 106.6

In Table 7, excluding W-PP or S-PP leads to a significant
decline in PCK by 4.6% and 2.1%, and in AUC by 3.2%
and 2.5% respectively, accompanied by a notable increase
of 9.5mm and 8.2mm in MPJPE separately on 3DHP. These
results emphasize the critical role of maintaining similarity
in proximate pairs for both weak and strong augmentors,
serving as the fundamental basis for generating effective
and reasonable synthesized poses. Moreover, the absence
of W-OG leads to a decline in PCK and AUC by 0.8% and
1.1% respectively, with a corresponding 1.7mm increase in
the MPJPE on 3DHP. The removal of S-OG results in a de-
crease in PCK and AUC scores by 1.5% and 1.8% respec-

tively, along with a 3.4mm increase in MPJPE on 3DHP.
These results highlight the significance of maintaining dif-
ferentiation between the weak augmentor and the strong
augmentor during the generation process, where enlarging
dissimilarity in S-OG is more important in discriminating
these two generators.
Ablation study on the number of augmentors. Compar-
isons were conducted between our dual-augmentor frame-
work and single-augmentor frameworks. Alongside our
proposed framework, two single-augmentor frameworks
were considered in the ablation study, utilizing either the
weak-augmentor (WA) or the strong-augmentor (SA). The
discrimination and meta-optimization processes exclusively
involved source poses and one category of synthesized
poses. The results, using ground truth as 2D predictions
and VPose as the backbone, are presented in Table 8.

Table 8. Ablation study of number of augmentors on 3DHP and
3DPW

3DHP 3DPW
Method PCK ↑ AUC ↑ MPJPE ↓ PA-MPJPE ↓ MPJPE ↓

WA 87.3 56.0 74.5 80.5 117.7
SA 89.8 57.8 71.0 79.1 111.4

Ours 92.9 60.7 63.1 73.2 106.6

From Table 8, it is evident that our proposed framework
surpasses both WA and SA significantly, underscoring the
superiority of employing two augmentors over a single aug-
mentor in addressing DG for 3D HPE. Furthermore, SA
outperforms WA, emphasizing the greater significance of
exploring out-of-source distributions compared to retaining
source-relevant knowledge in cross-dataset tasks.

5. Conclusion

In this paper, we propose a novel dual-augmentor frame-
work designed to enhance domain generalization in 3D hu-
man pose estimation. Our framework addresses the critical
aspects of data augmentation and the effective utilization of
synthesized data. To achieve this, we implement distinc-
tive strategies for the weak and strong generators, ensuring
the preservation of source-specific information while simul-
taneously exploring out-of-source distributions. Moreover,
we incorporate meta-optimization techniques to facilitate
enhanced interaction among source data, weak-augmented
data, and strong-augmented data, thereby simulating do-
main shifts in the training of pose estimator and foster-
ing the acquisition of domain-invariant knowledge. Ex-
tensive experimentation and comprehensive analysis con-
ducted across multiple datasets demonstrate the superior
performance of our proposed approach over existing state-
of-the-art methods.
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