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Abstract

In this paper, we look at cross-domain few-shot clas-

sification which presents the challenging task of learning

new classes in previously unseen domains with few la-

belled examples. Existing methods, though somewhat ef-

fective, encounter several limitations, which we alleviate

through two significant improvements. First, we introduce

a lightweight parameter-efficient adaptation strategy to ad-

dress overfitting associated with fine-tuning a large num-

ber of parameters on small datasets. This strategy em-

ploys a linear transformation of pre-trained features, sig-

nificantly reducing the trainable parameter count. Second,

we replace the traditional nearest centroid classifier with a

discriminative sample-aware loss function, enhancing the

model’s sensitivity to the inter- and intra-class variances

within the training set for improved clustering in feature

space. Empirical evaluations on the Meta-Dataset bench-

mark showcase that our approach not only improves accu-

racy up to 7.7% and 5.3% on previously seen and unseen

datasets, respectively, but also achieves the above perfor-

mance while being at least ⇠ 3⇥ more parameter-efficient

than existing methods, establishing a new state-of-the-art

in cross-domain few-shot learning. Our code is available at

https://github.com/rashindrie/DIPA.

1. Introduction
Deep neural networks achieve remarkable performance
when presented with abundant training data. However, col-
lecting large datasets is not feasible in many applications
due to bottlenecks in data (e.g., rare categories), or the
cost of manual annotations. Inspired by this limitation,
few-shot classification aims to learn a classifier to recog-
nize new classes with only a limited number of samples
per class [21, 22, 34]. In traditional few-shot settings, new
classes arise within a previously seen domain but have no
class overlap with previously seen classes. Therefore, early

works focused on learning to recognize new classes arising
within a previously seen domain. However, in real-world
scenarios, it is more likely that the new classes will arise
from previously unseen domains. This challenging scenario
of learning new classes in previously unseen domains is
tackled in cross-domain few-shot learning problem, which
is also the focus of this paper.

Existing methods typically address this challenge by first
learning a set of task-agnostic (i.e., generalized) features
from a large dataset. These features are then fine-tuned to a
specific target task using a small training set (called support

set), often comprising as few as five images per category
[37, 55]. These two stages are called meta-training (or pre-
training) and meta-testing, respectively. The performance
of the fine-tuned model is subsequently evaluated on a sep-
arate set of test samples, the query set, where the objec-
tive is to accurately categorize each query sample into one
of the classes represented in the support set. However, as
illustrated in Table 1, existing methods frequently involve
fine-tuning a considerable number of task-specific parame-
ters during the meta-testing phase. This practice can lead to
overfitting, especially when data is scarce [59]. Moreover,
it has been shown that shallower neural network layers gen-
erally contain more general features that can be applied to
new tasks without the need for explicit fine-tuning [60, 64].
Despite this, many existing studies [28, 37, 59] attempt to
adapt the entire pre-trained model to the target task, which
in a limited data regime, can increase the risk of overfitting.

On the other hand, existing works [37, 48, 53, 55] typi-
cally employ the nearest centroid classifier (NCC) [45, 52]
for fine-tuning the task-specific parameters and for subse-
quent query classification. NCC assigns an image to the
class with the closest centroid, where the centroid is the
mean of the feature embeddings belonging to the class. It
encourages each embedding to be closer to its respective
class centroid than the centroids of the other classes. As a
result, these classes form tight clusters in the feature embed-
ding space (refer Fig. 1a). However, due to the lack of focus
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Model Backbone # Total # Fine-tuned % Fine-tuned
Params Params Params

(T) (F) (F/T)*100
TSA [37], TSA+SSA [53] ResNet-18 12.65 M 1.48 M 11.7%
PMF [28] ViT-Sma1l 21.72M 21.72M 100.0%
eTT [59] ViT-Sma11 21.72M 1.95 M 9.0%
ATTNSCALE [2] ViT-Sma11 21.72M 0.26 M 1.2%
Ours, dt = 12 ViT-Sma11 21.72 M 0.10 M 0.5% (# 0.7)
Ours, dt = 9 ViT-Sma11 21.72M 0.08 M 0.4% (# 0.8)
Ours, dt = 7 ViT-Sma11 21.72M 0.06 M 0.3% (# 0.9)

Table 1. Comparison of the number of parameters fine-tuned dur-
ing the meta-testing stage by recent state-of-the-art methods, in-
cluding our method (last two rows). For our method, dt refers to
tuning depth, where dt = 12 fine-tunes every layer of the model
while dt = 7 fine-tunes only the last 7 layers of the model.

Figure 1. Visualization of feature space adaptation using the sup-
port set by employing (a) NCC and (b) Our approach for a few-
shot classification task on ImageNet [51]. The � represents class
centroids. The clusters formed by NCC are located close to each
other, thereby, potentially generating confusing class centroids. In
contrast, clusters formed in our approach are well separated.

on inter-class variance in NCC [45], there is a risk that the
resulting clusters may not be adequately separated. This can
lead to centroids being positioned too closely, as depicted in
Fig. 1a, causing confusion during query classification.

Motivated by the above, as shown in Fig. 2, we pro-
pose to employ a set of lightweight task-specific parame-
ters for adapting the task-agnostic feature backbone to an
unseen domain. Unlike prior work [2, 28, 37, 59], we
propose to employ a parameter-efficient linear transforma-
tion of features for the adaptation of a pre-trained model
which significantly reduces the count of trainable param-
eters. Also, we propose to vary the tuning depth to fine-
tune only the less transferable feature representations in the
deeper layers of the network, thereby further reducing the
number of trainable parameters, making it 3.3⇥ to 4.3⇥
more parameter-efficient than existing methods (refer Ta-
ble 1 where dt = 9, 7). Moreover, we propose to utilize the
sample information present within the support set to iden-
tify challenging positive examples (i.e., the most dissimi-
lar positive examples of a given class) or challenging nega-

tive examples (i.e., the most similar negative examples for a
given class) for encouraging better intra and inter-class sep-
aration during fine-tuning to encourage better cluster for-
mation in the feature space. Consequently, as shown in Fig.
1b, our approach forms well-separated clusters in the fea-
ture space, minimizing confusing centroids and thereby en-
hancing query classification accuracy. We advance few-shot
learning with a straightforward and effective pipeline. We
systematically evaluate our method on the standard cross-
domain few-shot classification benchmark and demonstrate
superior performance to all well-known methods.

2. Related Work
Below we provide a more detailed discussion of the most
related work.

Learning task-agnostic representations that are easily
adaptable to new tasks is crucial for cross-domain gener-
alization success [7, 37]. Many existing methods [3, 17,
37, 48, 52, 53, 56] rely on supervised learning during meta-
training to learn task-agnostic representations, but this ap-
proach can lead to supervision collapse [16, 17], where
models only focus on features important for the source
dataset’s classes and thereby ignore semantically important
features of unseen classes. To circumvent this, our ap-
proach employs self-supervised learning for pre-training a
task-agnostic feature extractor, ensuring broader learning
beyond the source dataset’s class labels [2, 28, 59]

During meta-testing, task-agnostic representations are
adapted (or fine-tuned) to the target task using the sup-
port set. Simple CNAPS [3] and FLUTE [56] employ
task-specific FiLM layers [47], which are connected seri-
ally to the backbone and involve affine transformations for
feature extractor adaptation, with FiLM parameters esti-
mated by a meta-trained auxiliary network. Unlike them,
our method directly learns this adaptation on the support
set, eliminating the need for auxiliary networks. TSA [37]
adapts the full backbone of a pre-trained extractor using
residual adapters, which are connected in parallel and in-
volve matrix multiplications [49]. Similarly, eTT [59] and
ATTNSCALE [2] utilize visual prompts or scaling matri-
ces for task-specific adaptations. In contrast, our method
simplifies this process by using lightweight, linear trans-
formations for adapting features to the target task. URT
[43] uses multiple domain-specific feature extractors with
a task-specific fusion mechanism, which increases training
costs. In contrast, we achieve adaptation with a single fea-
ture extractor and task-specific parameters. Additionally,
rather than adapting the entire feature backbone like many
existing works [2, 28, 37, 59], we focus on adapting the
deeper network layers. Finally, we diverge from the com-
mon use of NCC loss for the fine-tuning process in prior
studies [2, 28, 37, 52, 53, 55, 59] by employing a discrimi-
native sample-aware loss function on the support set.
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There are multiple existing works that do not fall un-
der the typical task-agnostic and task-specific categoriza-
tion discussed above. For instance, ProtoNet [52] utilizes
class prototypes to classify query samples. CTX [17] ex-
tends ProtoNet by using attention mechanisms to create
more task-aligned prototypes. SSA [53] improves upon
TSA by augmenting the support set dataset to create more
challenging training examples. PMF [28] fine-tunes the full
feature backbone for the target domain with an added task
sampling and learning rate selection strategy. Our approach
is also benchmarked against these for a comprehensive per-
formance comparison.

3. Methodology

A few-shot task typically contains support set S =

{xi, yi}|S|
i=1 containing |S| sample and label pairs and a

query set Q = {xi, yi}|Q|
i=1 containing |Q| sample and label

pairs. The goal in few-shot classification is to learn a clas-
sifier using S that accurately predicts the labels of Q. Note
that this paper focuses on the few-shot image classification
problem, i.e. x and y denote an image and its label.

We follow existing work [20, 38, 59] and employ a two-
step approach to solve this problem. In the first stage, we
train a feature extractor f✓ to learn task-agnostic feature rep-
resentations using a large dataset (called source dataset). In
the second stage, we first adapt the task-agnostic features
for a target task (S,Q) sampled from the target dataset,
using task-specific weights learned from the support set
S . Subsequently, we use the adapted model to classify the
query samples in Q.

Neural architecture: As in [2, 28, 59], we employ a Vi-
sion Transformer (ViT) model as our backbone architecture.

3.1. Task-agnostic representation learning

Recent studies [2, 28, 59] propose utilizing the DINO self-
supervised algorithm [9] to pre-train the task-agnostic fea-
ture representations. DINO focuses on learning from the
‘global-to-local’ relationship within image crops to de-
rive insightful features. Our approach, however, draws on
the emerging concept of masked image modelling (MIM)
[14, 24, 25, 62] for pre-training the feature extractor f✓.
MIM involves masking certain patches of an image and
prompting the model to reconstruct these masked portions
utilizing the context of the unmasked patches. This method
requires the model to infer not just the missing visual in-
formation but also the context in which it occurs, necessi-
tating a deep understanding of the image content, thereby,
facilitating the learning of semantically rich and general-
ized feature representations. As illustrated in our results,
this generalization is key for learning task-agnostic feature
representations that can easily adapt to new tasks.

3.2. Task-specific representation learning

The feature extractor f✓ trained using MIM is expected
to provide a good starting point for more advanced image
recognition tasks [62]. However, when dealing with new
classes from unseen domains, these features often require
fine-tuning to better handle the novel scenarios.

To adapt f✓ to the target task, we propose to attach a set
of scaling and shifting offset parameters to the pre-trained
ViT backbone to learn a linear transformation of features
[41]. As discussed above, unlike existing works that employ
matrix-based [2, 37] or prompt-based [59] calculations,
we strictly apply these offsets as a linear transformation.
Specifically, we only learn the amount of scale (�) and shift
(�) required for adapting the task-agnostic features to the
target task, thereby, reducing the tunable parameter count
to only 0.5% of the model parameters during meta-testing.
Formally, in a ViT, for an input x 2 R(P 2+1)⇥e, where e
is the embedding dimension, the output y 2 R(P 2+1)⇥e

(which is also the input for the next layer) is computed as,

y = � � x+ � (1)

where � 2 R and � 2 R are the amount of scale and shift
applied on x, and � is the dot product. This approach draws
intuition from the concept of feature distribution match-
ing [41, 54]. Specifically, the aim is to tune the first-order
(mean) and second-order (variance) statistics of feature dis-
tributions, enabling adjustment of pre-trained features to the
target data distribution using only two parameters per layer.

We apply this linear transformation on the layer nor-
malization, multi-layer perceptron, and multi-head self-
attention layers of the ViT as illustrated in Fig. 2a. While
the choice of tuned layers can be varied, we opt for our
experiments to tune all three types of layers. We de-
note the final adapted feature extractor that includes the re-
parameterized task-specific parameters as f✓̂.

Varying the tuning depth. As discussed above, recent
works [2, 28, 37, 59] commonly fine-tune the full back-
bone for the novel task. Instead, our method varies the
extent of task-specific adaption of a pre-trained model for
the novel task. This approach enables customized adapta-
tion to new tasks by selectively fine-tuning pre-trained rep-
resentations across the model’s layers to meet the specific
requirements of each task. Specifically, we vary the depth
dt of task-specific parameters h attached to the pre-trained
model (i.e., the depth of layers that are fine-tuned on the
target task) where 0 < dt < L, and h = { j , where
j = (L � dt + 1), ..., 12} and  j = {(�m,�m), where
m = 1, .., 6}. This approach, which strategically reduces
the number of tunable parameters during the meta-testing
phase as detailed in Table 1, is designed to further mitigate
the risk of overfitting on novel tasks.
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Figure 2. Illustration of our framework during meta-testing. (a): A set of task-specific parameters (�m,�m) 2 h are attached to a ViT
backbone f✓ , up to a pre-defined tuning depth dt, where m = 1, .., 6. (b) h is fine-tuned on the support set using a set of learnable
anchors A�. (c) Query images are classified by assigning them to the nearest class centre using the fine-tuned model f✓̂ . L: Number of
layers in the ViT, df : feature fusion depth, zl: [cls] output from lth ViT layer, Z: fused feature embedding, Norm: Layer Normalization,
MLP: Multi-Layer Perceptron, and MHA: Multi-head Attention.

3.2.1 Discriminative sample-guided feature adaptation

We aim to provide discriminative sample-guided supervi-
sory signals to the model, considering the relations between
the samples in the support set. For this, we propose to uti-
lize a discriminative sample-aware loss function. Similar
to NCC, we assign a learnable class representative (pro-
totype) for each class in the support set. However, unlike
NCC, we treat these prototypes as anchors (denoted by A�)
to which the samples can be attracted or repelled to learn
a task-adapted embedding space. Moreover, unlike NCC
which only associates the samples of a given class to its
class prototype, we propose to utilize the anchors to asso-
ciate with all the samples in the support set. This can be
denoted as,

lA�(X) =
1

|A|
X

a2A

⇢
log(1 +

X

x2X+
a

e↵(��s(x,a)))

+ log(1 +
X

x2X�
a

e↵(s(x,a)+�))
�

(2)

where for a set of embedding vectors X and an anchor
a 2 A, the loss encourages the cosine similarity s(x, a)
between a feature vector x 2 X and a to be larger (i.e.,
greater than a user-defined margin �), if a corresponds to
the anchor of the class x belongs to (denoted as x 2 X+

a ),
or smaller (i.e., less than ��) if x belongs to a different class
(denoted as x 2X�

a ). ↵ > 0 is a user-defined scaling factor.
lA�(X) is known as the proxy anchor loss [32].

Specific to our work is the manner in which the loss mod-
ifies the feature space by considering the sample informa-
tion present within the support set, as illustrated in Fig. 3.

Here, for a given anchor a 2 A, it tries to pull a and its most
challenging positive example (for instance, ar and r3 in Fig.
3a) together. Similarly, it tries to push a and its most chal-
lenging negative example (for instance, ar and b3 in Fig.
3b) apart. The gradient is larger (thicker lines) when the
positive feature vector is far from a, and when the negative
feature vector is close to a. In this manner, Eq. 2 considers
the relative difficulty (hardness) of each sample based on
the inter and intra-class variation present in the feature em-
bedding space to determine the relative strength of pull and
push force to be applied for each sample. As demonstrated
in our results, such variance-guided gradients provide bet-
ter supervisory signals for fine-tuning in comparison to the
conventional NCC.

Figure 3. Loss gradient calculation during training. The example
illustrates a scenario with three unique classes red, green and blue,
denoted by r, g, b. The anchor of each class is coloured in black
and denoted as aclass. (a) The gradients for positive samples of
class r are computed based on the relative hardness of all positive
samples, so as to pull harder positives more strongly (thicker black
lines). (b) The gradient calculation for negative samples for class r
considers the distribution of all negative samples and tries to push
harder negatives more strongly (thicker black lines).
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3.3. Feature fusion
Features from shallower layers of the network have been
observed to be more transferrable to unseen domains than
those from deeper layers [9, 60]. Yet, existing works [2, 2,
6, 28, 37, 59] only use the features from the last layer of the
model to represent an image, i.e. feature depth df = 1. In
contrast to them, we extract the [cls] embedding from the
last df > 1 layers of the ViT and concatenate them to form
the final feature embedding for an input image as,

Z = concat(zL, zL�1, ..., zL�df+1) (3)

where zL is the [cls] embedding output for an image
from the Lth layer, df > 1 is a hyper-parameter, z 2 Rdim

and Z 2 Rh⇤dim. Although this straightforward fusion
strategy requires no additional training as some existing fea-
ture fusion strategies [40, 57, 61], we observe significant
performance gains when we increase the fusion depth.

3.4. Query classification
Following the feature space adaptation, we combine the
adapted feature extractor f✓̂ with a NCC classifier to clas-
sify query samples. In NCC, a prototype cn is calculated
for each class n in the support set as the mean of all feature
representations belonging to that class, defined as:

cn =
1

|Sn|
X

(x,y)2Sn

f✓̂(x), n = 1, ..., N (4)

Here, (x, y) 2 Sn represents pairs of feature embeddings
and their corresponding labels in the support class Sn. To
classify a sample xq , we employ cosine similarity as the
distance metric d(f✓̂(xq), cn) to assign xq to the class with
the nearest centroid cn [37, 52].

4. Experiments
4.1. Experimental Settings
Dataset: We use the standard cross-domain benchmark
dataset, Meta-Dataset [55]. It contains images from 13 di-
verse datasets. We follow the standard protocol [55] for 1)
multi-domain learning (MDL), where the train sets of eight
datasets from Meta-Dataset are used for pre-training and 2)
single-domain learning (SDL), where the train set of only
ImageNet is used for pre-training. For fair comparisons, we
also follow [28] for single-domain learning with extra data
(SDL-E) setting, where the entire ImageNet dataset is used
for pre-training. Refer to Supplementary for more details.

Evaluation: We sample 600 N -way-K-shot tasks from
the test set of each dataset and report the average accuracy
and 95% confidence score. Here, N denotes the number
of classes and K denotes the number of examples per class
present in the task where the convention is to sample the N ,

K and the number of query images uniformly at random
(refer [55] Appendix.3 for more details). We evaluate the
Meta-Dataset on MDL, SDL and SDL-E settings.

Architecture: We limit our experiments to the standard
ViT-small architecture [18]. Recent ViT-based works [28,
59], including ours, typically resize input images to 224 ⇥
224 pixels, deviating from earlier approaches that use 84⇥
84 pixels [37, 56]. We acknowledge that higher resolution
may impact classification performance due to richer visual
information. Therefore, we include backbone architecture
details in our results for transparent method comparison.

Pre-training: We follow the strategy proposed by [62]
and mostly stick to the hyperparameter settings reported in
their work. A batch size of 128, 800 epochs and 4 Nvidia
A100 GPUs with 80GB each is used for pre-training. We
refer to Supplementary for more details.

Fine-tuning: We experimentally determine the values
for the hyperparamters, where � = 0.1, ↵ = 32, and df = 4
give optimal performance across domains. � and � param-
eters were initialized with constant values of one and zero,
i.e., without any randomness, ensuring the reproducibility
of our results. We use two separate NAdam optimizers [19]
with the learning rate of 0.005 for h and 5 for A�. We ex-
perimentally find that this learning rate combination works
well across most tasks. Fine-tuning is performed across 80
iterations on a single Nvidia A100 GPU with 80GB. We
refer to Supplementary Section 10.3 for more details on hy-
perparameters. Finally, we report results using dt = 7 for
domains seen during pre-training (in-domain) and dt = 9
for previously unseen domains (out-of-domain) as they pro-
vided the optimal average results across domains. Section 6
provides more discussion on this choice.

5. Main Results
5.1. Comparison to state-of-the-art methods
From here onwards, we refer to our method as DIPA,
DIscriminative-sample-guided and Parameter-efficient fea-
ture Adaptation. We evaluate DIPA with the feature ex-
tractors pre-trained under the MDL, SDL and SDL-E set-
tings on Meta-Dataset and compare it to existing state-of-
the-art methods in Table 2. To facilitate fair comparisons,
given the varying meta (or pre)-training strategies and back-
bone architectures in prior research, we include these de-
tails alongside the results. The table is organized into two
sections: one for in-domain (seen) and another for out-of-
domain (unseen) dataset accuracies, including their overall
averages. Additionally, we include a column for the aver-
age accuracy across commonly unseen domains, as some
prior works do not report results for all the unseen domains
considered in our work.

Multi-domain feature extractor. In Table 2 (rows A0-
A6), we benchmark against state-of-the-art methods that
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ID Method SS Sup. Back ImageNet Omniglot Aircraft Birds Textures QuickDraw Fungi VGGFlower TrafficSign MSCOCO MNIST CIFAR10 CIFAR100 Avg. Avg. Avg. Avg.
PT MT -bone Seen Unseen Unseen All

In-domain Out-of-domain (com.) (all)
PT/MT=MDL

A0 Simple CNAPS [3] X RN18 58.4 ± 1.1 91.6 ± 0.6 82.0 ± 0.7 74.8 ± 0.9 68.8 ± 0.9 76.5 ± 0.8 46.6 ± 1.0 90.5 ± 0.5 57.2 ± 1.0 48.9 ± 1.1 94.6 ± 0.4 74.9 ± 0.7 61.3 ± 1.1 73.7 53.1 67.4 71.2
A1 URT [43] X RN18 56.8 ± 1.1 94.2 ± 0.4 85.8 ± 0.5 76.2 ± 0.8 71.6 ± 0.7 82.4 ± 0.6 64.0 ± 1.0 87.9 ± 0.6 48.2 ± 1.1 51.5 ± 1.1 90.6 ± 0.5 67.0 ± 0.8 57.3 ± 1.0 77.4 49.9 62.9 71.8
A2 FLUTE [56] X RN18 58.6 ± 1.0 92.0 ± 0.6 82.8 ± 0.7 75.3 ± 0.8 71.2 ± 0.8 77.3 ± 0.7 48.5 ± 1.0 90.5 ± 0.5 63.0 ± 1.0 52.8 ± 1.1 96.2 ± 0.3 75.4 ± 0.8 62.0 ± 1.0 74.5 57.9 69.9 72.7
A3 TSA [37] X RN18 59.5 ± 1.0 94.9 ± 0.4 89.9 ± 0.4 81.1 ± 0.8 77.5 ± 0.7 81.7 ± 0.6 66.3 ± 0.8 92.2 ± 0.5 82.8 ± 1.0 57.6 ± 1.0 96.7 ± 0.4 82.9 ± 0.7 70.4 ± 0.9 80.4 70.2 78.1 79.5
A4 TSA + SSA [53] X RN18 58.9 ± 1.1 95.6 ± 0.4 90.0 ± 0.5 82.2 ± 0.7 77.6 ± 0.7 82.7 ± 0.7 66.6 ± 0.8 93.0 ± 0.5 84.9 ± 1.1 58.1 ± 1.0 98.5 ± 0.4 82.9 ± 0.7 70.8 ± 0.9 80.8 71.5 79.0 80.1
A5 eTT [59] X ViT-s 67.4 ± 1.0 78.1 ± 1.2 79.9 ± 1.1 85.9 ± 0.9 87.6 ± 0.6 71.3 ± 0.9 61.8 ± 1.1 96.6 ± 0.5 85.1 ± 0.9 62.3 ± 1.0 79.6 73.7 73.7 78.3
A6 DIPA X ViT-s 70.9 ± 1.0 84.7 ± 1.1 86.3 ± 1.0 90.8 ± 0.8 88.6 ± 0.5 75.3 ± 0.8 66.6 ± 1.1 97.9 ± 0.3 91.3 ± 1.0 64.8 ± 1.0 96.9 ± 0.5 87.4 ± 0.6 81.2 ± 0.8 82.6 78.1 84.3 83.3

(+1.8) (+4.4) (+5.3) (+3.2)
PT=SDL-E, MT=MDL

B0 PMF [28] X X ViT-s 74.6 91.8 88.3 91.0 86.6 79.2 74.2 94.1 88.9 62.6 85.0 75.8 75.8 83.1
B1 ATTNSCALE [2] X ViT-s 80.9 78.8 86.7 85.8 74.4 59.0 95.9 91.4 61.0 80.2 76.2 76.2 79.3
B2 DIPA X ViT-s 77.3 ± 0.7 83.9 ± 1.1 86.0 ± 1.1 91.1 ± 0.7 88.8 ± 0.5 75.9 ± 0.8 62.4 ± 1.1 97.7 ± 0.3 91.7 ± 0.8 66.5 ± 0.9 97.2 ± 0.5 92.2 ± 0.5 84.5 ± 0.7 82.9 79.1 86.4 84.2

(+2.9) (+10.2) (+1.1)
In-domain Out-of-domain

PT/MT=SDL
C0 ProtoNet [16] X RN34 53.7 ± 1.1 68.5 ± 1.3 58.0 ± 1.0 74.1 ± 0.9 68.8 ± 0.8 53.3 ± 1.1 40.7 ± 1.1 87.0 ± 0.7 58.1 ± 1.1 41.7 ± 1.1 53.7 61.1 61.1 60.4
C1 CTX [16] X RN34 62.8 ± 1.1 82.2 ± 1.0 79.5 ± 0.9 80.6 ± 0.9 75.6 ± 0.6 72.7 ± 0.8 51.6± 1.1 95.3 ± 0.4 82.7 ± 0.8 59.9 ± 1.0 62.8 75.6 75.6 74.3
C2 TSA [37] X RN34 63.7 ± 1.0 82.6 ± 1.1 80.1 ± 1.0 83.4 ± 0.8 79.6 ± 0.7 71.0 ± 0.8 51.4± 1.2 94.0 ± 0.5 81.7± 0.9 61.7 ± 0.9 94.6 ± 0.5 86.0 ± 0.6 78.3 ± 0.8 63.7 76.2 78.7 77.5
C3 DIPA X ViT-s 71.4 ± 0.9 84.3 ± 1.2 86.7 ± 1.0 88.2 ± 0.9 87.1 ± 0.6 74.6 ± 0.8 61.4 ± 1.2 97.4 ± 0.4 88.9 ± 1.0 65.2 ± 1.0 97.1 ± 0.5 88.5 ± 0.6 81.5 ± 0.8 71.4 81.5 83.4 82.5

(+7.7) (+5.3) (+4.7) (+5.0)
PT=SDL-E, MT=SDL

D0 PMF [28] X X ViT-s 74.7 80.7 76.8 85.0 86.6 71.3 54.8 94.6 88.3 62.6 74.7 77.9 77.9 77.5
D1 DIPA X ViT-s 77.3 ± 0.7 84.1 ± 1.2 87.1 ± 1.0 90.5 ± 0.7 87.3 ± 0.6 75.4 ± 0.8 60.9 ± 1.1 97.5 ± 0.4 91.7 ± 0.8 66.5 ± 0.9 97.2 ± 0.5 92.2 ± 0.5 84.5 ± 0.7 77.3 82.3 84.6 84.0

(+2.6) (+4.4) (+6.7) (+6.5)

Table 2. Comparison of state-of-the-art methods on Meta-Dataset using MDL, SDL and SDL-E settings where PT: Pre-training, MT:
Meta-Training, RN: ResNet, ViT-s: ViT-small, com.: common, Avg.: Average, SS PT: indicates self-supervised pre-training and Sup. MT:
indicates supervised meta-training. Mean accuracy and 95% confidence interval are reported, where available.

meta (or pre)-train solely under the MDL setting. No-
tably, DIPA outperforms eTT [59], which employs self-
supervised pre-training, across all common seen and unseen
domains (10 out of 10) and is up to 32.5⇥ more parameter-
efficient (refer Table 1, dt = 7 and 9). When compared to
methods using supervised meta-training for their feature ex-
tractor f✓ (such as Simple CNAPS [3], URT [43], FLUTE
[56], TSA [37], and SSA [53]), DIPA shows superior per-
formance in most domains, particularly outperforming them
in 4 out of 5 unseen domains. Improving performance in
unseen domains is a significant challenge due to the vast
difference between seen and unseen domains and the lim-
ited availability of labelled samples for new tasks. DIPA
addresses this by employing lightweight linear transforma-
tions for feature adaptation, together with a discriminative
sample-guided loss function. While TSA+SSA [53] also
shows competitive results using MixStyle-like augmenta-
tion strategies [63], DIPA achieves even better performance
in most unseen domains without such augmentations1 while
being up to 24.7⇥ more parameter-efficient (see Table 1).
Specifically, DIPA significantly surpasses TSA+SSA[53] in
Traffic Sign (+6.4), MS-COCO (+6.7), CIFAR-10 (+4.5),
and CIFAR-100 (+10.4).

Multi-domain feature extractor with additional pre-
training. In Table 2 (rows B0-B2), we compare DIPA
with PMF [28] and ATTNSCALE [2], which evaluate their
models under the MDL setting and use SDL-E for self-
supervised pre-training. Note that, unlike DIPA and AT-
TNSCALE, PMF also employs MDL for meta-training.
DIPA outperforms ATTNSCALE, achieving a 2.9% higher
performance in unseen domains and 2.7% in seen domains,
and is up to 4.3⇥ more parameter-efficient (see Table

1Incorporating similar augmentation strategies as in [53] into DIPA
could lead to further improvements, a prospect we reserve for future ex-
ploration.

1). Despite PMF incorporating an additional meta-training
stage and task-specific learning rate selection[28], DIPA ex-
ceeds PMF’s unseen domain performance by 3.3%. This
enhanced performance is achieved with significant compu-
tational efficiency, as DIPA requires only two stages: pre-
training and fine-tuning, thus eliminating the need for ad-
ditional meta-training or learning rate selection. Further-
more, DIPA’s fine-tuning process is remarkably efficient,
using only up to 0.08% of the model parameters, a stark
contrast to PMF’s 100% parameter utilization (see Table 1).

Single-domain feature extractor. We also evaluate our
method using a feature extractor that is trained solely on
the ImageNet domain [51], referred to as the single-domain
learning (SDL) setting. The SDL setting poses greater chal-
lenges compared to multi-domain scenarios, given that the
model is exposed to only one training domain but evaluated
across multiple, including the test split of ImageNet and
additional diverse domains. In Table 2 (rows C0-C3), we
benchmark our method against existing methods (ProtoNet
[52], CTX [17], and TSA [37]) with published results under
this setting. Our method surpasses these methods across all
13 domains. It is important to acknowledge that our model
utilizes self-supervised pre-training together with a back-
bone architecture that is substantially different from those
compared here, which may affect the fairness of this com-
parison. Nonetheless, our method still demonstrates signifi-
cant performance gains, with improvements of 7.7%, 4.7%,
and 5% for seen, unseen (all), and all domains, respectively.

Single-domain feature extractor with additional pre-
training. In Table 2 (rows D0-D1), we present a compar-
ison of DIPA with the latest state-of-the-art method, PMF
[28]. Here, PMF employs SDL-E for pre-training and an
additional SDL stage for meta-training, a step not used in
DIPA. Despite the absence of this meta-training stage, DIPA
demonstrates superior performance across all 13 domains.
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Specifically, it shows a 2.6% improvement in seen domains,
4.4% in commonly unseen domains, and 6.5% across all
domains. This performance is achieved without requiring
additional computational steps or the extensive fine-tuning
of the entire backbone, as is necessary for PMF (see details
in Table 1).

Overall, our results demonstrate that DIPA significantly
outperforms state-of-the-art methods in cross-domain sce-
narios within both seen and unseen domains while being
more parameter efficient.

6. Additional Analysis
In this section, we conduct ablation studies to evaluate each
step in our method and validate their impact on improving
the few-shot classification performance.

6.1. Impact of varying the fine-tuning and query
classification approaches

First, we compare our fine-tuning strategy lA� against the
conventional mean-embedding-based NCC (NCCmean) in
Table 3 (rows A0 and A2). Here, employing lA� for fine-
tuning significantly improves classification performance,
yielding up to 2.8% improvement in seen domains and 1.6%
in unseen domains compared to using NCCmean. More-
over, in terms of cluster formation, on the ImageNet dataset,
lA� consistently outperformed NCCmean in terms of inter-
cluster distance, intra-cluster distance, and silhouette index
by 1%, 6% and 1%, respectively.

Next, we compare our query classification strategy -
NCCmean - with another alternative. As mentioned above,
during fine-tuning, DIPA learns a set of anchors A� that
provide strong supervision to form well-separated and com-
pact clusters (refer Fig. 1b). This provides an opportunity
to use the fine-tuned anchors in lieu of the mean class cen-
troids used in NCCmean for query classification. We de-
note this variant as NCCA� . However, while anchors A�
provide strong supervisory signals for cluster formations,
we observe that the anchors are placed with a small offset
from the mean centroid in some cases (refer Supplementary
Fig. 8), suggesting that the mean class centroid which en-
capsulates the summary of the compact cluster might be a
more representative class descriptor during inference. This
hypothesis is also supported by our results, where combin-
ing lA� with NCCmean yielded an optimal performance in-
crease of 3.9% and 5.3% on seen and unseen domains com-
pared to lA�+NCCA� . Therefore, we employ A� anchors
for cluster formation during fine-tuning and thereafter, use
the well-defined clusters to obtain mean class centroids for
query classification during inference.

6.2. Impact of varying the number of tuned layers
We study the impact of varying the number of tuned lay-
ers in f✓. Fig. 4 illustrates the average accuracy variation

for each dataset in Meta-Dataset as we vary the number of
adapted layers dt, where 0  dt  L and L = 12 for ViT-
small. From the results, we observe the following: 1) A
universal value of dt that provides optimal results for all do-
mains is not available, 2) A general trend is present where
domains that are relatively less challenging such as VGG
Flower, CIFAR-10 etc., report higher accuracies for smaller
values of dt. In contrast, the relatively more challenging do-
mains, such as Quickdraw, and Traffic Sign, report higher
accuracies for larger values of dt, 3) Most domains report
higher accuracies with dt < 12. i.e., our approach does not
need task-specific parameters attached to each layer of the
model (as in TSA [17], and eTT [59]) nor fine-tuning the
entire backbone (as in PMF [28]). This facilitates an even
further reduction in the count of trainable parameters. For
example, as shown in Table 1, by reducing dt from 12 to 7,
we achieve a reduction in the parameter count by 0.2%.

Figure 4. Variation of accuracies for each dataset in Meta-Dataset
as dt varies in the MDL setting. Average results are reported while
more detailed results can be found in Supplementary Table 8. The
dotted lines represent the relatively more challenging datasets. For
each dataset, the value of dt that reports the highest accuracy is
annotated with a dot.

Figure 5. Variation of average seen, unseen and total average accu-
racies across all domains in Meta-Dataset as the number of tuned
layers dt varies in the MDL setting. Average results are reported
and more detailed results can be found in Supplementary Table 8.
The value of dt that reports the highest average for each line is
annotated with a dot.

Fig. 4 demonstrates that customizing the depth dt, on
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Fine-tune Inference ImageNet Omniglot Aircraft Birds Textures QuickDraw Fungi VGGFlower TrafficSign MSCOCO MNIST CIFAR10 CIFAR100 Avg. Avg. Avg.
stage stage Seen Unseen All

A0 NCCmean NCCmean 68.0 ± 1.0 79.0 ± 1.4 81.8 ± 1.1 88.2 ± 0.9 87.3 ± 0.6 73.2 ± 0.8 63.4 ± 1.0 97.2 ± 0.4 89.0 ± 1.0 63.3 ± 1.0 95.2 ± 0.6 87.2 ± 0.7 78.8 ± 0.9 79.8 82.7 80.9
A1 lA� NCCA� 65.5 ± 1.0 83.4 ± 1.1 81.8 ± 1.0 88.6 ± 0.8 87.0 ± 0.6 68.4 ± 0.9 57.0 ± 1.2 97.5 ± 0.3 86.7 ± 1.1 52.4 ± 1.2 96.8 ± 0.5 82.8 ± 0.8 76.3 ± 0.9 78.7 79.0 78.8
A2 lA� NCCmean 70.9 ± 1.0 84.7 ± 1.1 86.3 ± 1.0 90.8 ± 0.8 88.6 ± 0.5 75.3 ± 0.8 66.6 ± 1.1 97.9 ± 0.3 91.3 ± 1.0 64.8 ± 1.0 96.9 ± 0.5 87.4 ± 0.6 81.2 ± 0.8 82.6 84.3 83.3

Table 3. Comparing the impact of using the traditional NCC (NCCmean) vs. lA� loss for fine-tuning and NCCmean vs anchor-based
NCC (NCCA� ) for inference. The results are reported for the MDL setting where the first eight datasets are seen during training and the
last five datasets are unseen and used for testing only. Mean accuracy and 95% confidence interval are reported.

a per-domain basis, yields the best performance. This cus-
tomization, however, adds extra user-defined parameters to
our model. To simplify, we streamline our approach to use
just two dt values: dt = 7 for seen domains and dt = 9
for unseen domains, based on peak average performance as
illustrated in Fig. 5. Moreover, opting for a higher dt value
for unseen domains aligns with the intuition that a more ex-
tensive adaptation, via tuning additional layers, is typically
beneficial when dealing with unseen domains.

6.3. Impact of varying the feature fusion depth
We compare the performance variation for few-shot classi-
fication by varying the feature fusion depth df and report
the average results in Table 4. First, we note that even
without feature fusion (when df = 1), our method outper-
forms existing methods by a significant margin. Next, we
observe that as we increase df in DIPA, the average accu-
racies generally show an increasing trend up to df = 4, 6,
validating our choice of fusing features from multiple lay-
ers. However, the performance shows a gradual declining
trend afterwards. One possible reason is that combining a
higher degree of shallower layers (containing more generic
patterns) will cause the model to lose focus on important
domain-specific features in the deeper layers. This is also
reflected in the results where df = 8, 12 report even lower
accuracies than df = 1, 2.

Method df dim Avg. Seen Avg. Unseen Avg. all
TSA + SSA [53] 1 512 80.8 79.0 80.1

eTT [59] 1 384 79.6 73.7 78.3
1 384 82.3 83.7 82.9
2 768 82.4 83.7 82.9

DIPA 4 1536 82.6 84.3 83.3
6 2304 82.6 83.9 83.1
8 3072 82.0 83.5 82.6
12 4608 81.5 83.2 82.1

Table 4. Variation of average (Avg.) accuracies for seen, unseen
and all domains as the feature fusion depth df and its correspond-
ing feature representation’s dimension (dim) under the MDL set-
ting. Mean results are reported and more detailed results can be
found in Supplementary Table 9.

6.4. Impact of Pre-training
In Table 5, we evaluate the impact of using MIM for pre-
training, as opposed to the more commonly used DINO
pre-training in existing methods [2, 28, 59]. For our exper-
iments, we leveraged the SDL-E setting, utilizing the read-
ily available DINO checkpoint [9]. First, we compare the

DIPA model with DINO pre-training to the DINO-based
PMF [28] model, which represents the state-of-the-art in
the SDL-E setting. As shown in the first two rows of Ta-
ble 5, DIPA improves performance by 5.8% compared to
PMF, demonstrating its effectiveness even without our pre-
ferred sel-supervised pre-training task. Next, we substitute
the DINO-based feature extractor with a MIM-based one
(refer Table 5 row 3). This change leads to a further increase
in accuracy up to 6.5% over PMF, validating the effective-
ness of our selected pre-training algorithm.

Method Pre-Train Avg. Seen Avg. Unseen (com.) Avg. Unseen (all) Avg. All
PMF [28] DINO 74.7 77.9 77.9 77.5

DIPA DINO 75.9 (+1.2) 82.0 (+4.1) 83.9 (+6.0) 83.3 (+5.8)
DIPA MIM 77.3 (+2.6) 82.3 (+4.4) 84.6 (+6.7) 84.0 (+6.5)

Table 5. The impact of varying the pre-training algorithms in SDL-
E setting. Average (Avg.) results are reported and more detailed
results can be found in Supplementary Table 10.

7. Conclusions and Limitations
In this study, we explore the efficient adaptation of neu-
ral networks for few-shot classification. Our approach
leverages extremely lightweight linear transformations, op-
timized by a discriminative sample-aware loss function, to
learn new classes and domains with a limited number of
labelled samples. This method achieves state-of-the-art
performance on the challenging Meta-Dataset benchmark
while ensuring parameter efficiency.

Our method is not without limitations. The current ap-
proach applies a fixed linear transformation to every layer of
the pre-trained model. Future improvements could enable
these transformations to be defined flexibly, layer by layer,
to suit the specific requirements of the target task. More-
over, instead of restricting tuning depth to only two values
for seen and unseen datasets, which may lead to suboptimal
outcomes, future research could explore defining optimal
tuning depths customized for each dataset and task.
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ing the feature distribution in transfer-based few-shot learn-
ing. In International Conference on Artificial Neural Net-

works, pages 487–499. Springer, 2021. 5
[30] Kai Huang, Jie Geng, Wen Jiang, Xinyang Deng, and Zhe

Xu. Pseudo-loss confidence metric for semi-supervised few-
shot learning. In Proceedings of the IEEE/CVF International

Conference on Computer Vision, pages 8671–8680, 2021. 5
[31] Jonas Jongejan, Henry Rowley, Takashi Kawashima, Jong-

min Kim, and Nick Fox-Gieg. The quick, draw!-ai experi-
ment. Mount View, CA, accessed Feb, 17(2018):4, 2016. 1

[32] Sungyeon Kim, Dongwon Kim, Minsu Cho, and Suha Kwak.
Proxy anchor loss for deep metric learning. Proceedings of

the IEEE Computer Society Conference on Computer Vision

and Pattern Recognition, pages 3235–3244, 2020. 4
[33] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple

layers of features from tiny images. 2009. 1
[34] Brenden M Lake, Ruslan Salakhutdinov, and Joshua B

Tenenbaum. Human-level concept learning through proba-
bilistic program induction. Science, 350(6266):1332–1338,
2015. 1
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