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Figure 1. We address the unsupervised image deblurring problem by training a blur translator that converts an input image with unknown
blur to an image with a predefined known blur. The figure shows the effectiveness of our approach. The blurry images before and after
translation (left image in each box) exhibit similar visual content but have different blur patterns (zoomed-in patches). While a standard
image deblurring technique fails to restore the unknown-blur image, it successfully recovers the known-blur version, yielding an approximate
2.2 dB increase in PSNR score (noted below each deblurred image on the right side of each box).

Abstract

This paper presents an innovative framework designed
to train an image deblurring algorithm tailored to a spe-
cific camera device. This algorithm works by transform-
ing a blurry input image, which is challenging to deblur,
into another blurry image that is more amenable to deblur-
ring. The transformation process, from one blurry state to
another, leverages unpaired data consisting of sharp and
blurry images captured by the target camera device. Learn-
ing this blur-to-blur transformation is inherently simpler
than direct blur-to-sharp conversion, as it primarily involves
modifying blur patterns rather than the intricate task of
reconstructing fine image details. The efficacy of the pro-
posed approach has been demonstrated through comprehen-
sive experiments on various benchmarks, where it signifi-
cantly outperforms state-of-the-art methods both quantita-
tively and qualitatively. Our code and data are available at
https://github.com/VinAIResearch/Blur2Blur

1. Introduction

Motion blur in images and videos is a common issue, often
resulting from camera shake or rapid movement within the
scene. Such blur can detract from the aesthetic quality of the
content and may undermine the performance of downstream
computer vision applications. Consequently, an effective

image deblurring method is essential in various contexts.

While the idea of deblurring images from arbitrary, di-
verse sources sounds impressive and broadly useful, the
practical necessity, commercial value, and societal impact
of image deblurring are frequently connected to specific ap-
plication scenarios and particular cameras. For example, a
mobile phone manufacturer might focus on integrating the
most effective deblurring algorithm for the camera types
used in their latest phone models. Similarly, a factory man-
ager might consider installing ceiling-mounted cameras to
identify errors on the assembly line, enhancing workforce
efficiency. However, motion blur could significantly degrade
the performance of computer vision algorithms meant to
detect and track workers’ hands and tools. In law enforce-
ment, a police officer using a body-worn camera coupled
with face recognition technology might find that motion blur
hampers the accuracy of detecting faces and identifying fugi-
tives. Therefore, in these scenarios, the development of a
framework to customize a deblurring algorithm for specific
cameras or camera types becomes crucial and represents a
significant and growing need.

In this paper, we explore the question: How can we deblur
images captured by specific cameras? Classical deblurring
algorithms, which use signal processing or theoretical mod-
els of motion blur, are one option. Yet, their reliance on
oversimplified blur models limits their effectiveness in ad-
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dressing the complex motion blur encountered in real-world
scenarios. An alternative is a data-driven approach that
leverages advancements in machine learning. This approach
involves using pre-trained deblurring networks developed
through supervised learning, as illustrated by works such
as [2, 3, 14, 33, 35, 40]. These networks, trained on ex-
tensive datasets of paired images, aim to transform blurry
images into sharp ones. However, they often suffer from
overfitting and tend to underperform on novel blurred im-
ages that were not captured by the cameras used to create
their training datasets. Our empirical findings indicate that
the performance of these models is still unsatisfactory when
confronting unseen blurs produced by real-world cameras.

When pre-trained networks are unsuitable, the alterna-
tive is to develop a deblurring network specifically for our
camera. However, this approach faces the challenge of not
having access to paired training data, consisting of corre-
sponding blurry and sharp images. Generating such data
typically involves a sophisticated setup with a beam splitter,
identical cameras operating at varying speeds, and capabil-
ities for time synchronization, geometrical alignment, and
color calibration [16, 17, 29]. Often, the camera targeted
for deblurring may not meet these stringent requirements,
and arranging this setup is not feasible for many. Therefore,
we are left with the option of utilizing unpaired data. Yet,
training on unpaired data presents its own set of challenges
due to the lack of supervision for restoring fine details that
are missing or distorted in the blurry input images. Existing
methods [19, 38, 42, 44], which attempt to recreate these ab-
sent details, frequently fall short, particularly when dealing
with blur typical of real-world images.

In this paper, we introduce Blur2Blur, a novel plug-and-
play framework that leverages pretrained deblurring models
to train an image deblurring algorithm specifically for a cho-
sen camera device. Similar to other unsupervised deblurring
methods, we utilize unpaired data. More precisely, we use
the target camera to capture a set of blurry images and sharp
images, without requiring a one-to-one correspondence be-
tween the images in these two sets. This approach makes
data collection relatively simple and straightforward. Our
method diverges from existing unsupervised methods by not
attempting to directly learn a function from the domain of
blurry images captured by our camera (the unknown blur
domain, denoted as C), to the domain of sharp images. In-
stead, our strategy involves first learning a mapping G from
the domain C to another domain C ′ of blurry images, where
deblurring techniques are already well-established. To de-
blur an image taken by our camera, we first convert it into
an image in C ′ using the learned mapping G, then apply a
pre-trained network to deblur this transformed image. Conse-
quently, our primary goal is to learn the blur-to-blur mapping
from C to C ′, which is inherently less challenging than the
direct blur-to-sharp mapping, because the former primarily

involves altering blur patterns rather than the more complex
task of reconstructing detailed image features.

To learn the blur-to-blur mapping, we propose a novel
learning framework to leverage the collected set of blurry and
sharp images as well as the blurry images from the known
blur domain C ′. To train the blur-to-blur mapping network,
we carefully define various loss terms, including perceptual,
adversarial, and gradient penalty terms. The details of our
approach are illustrated in Fig. 1.

We conducted extensive experiments to compare the ef-
fectiveness of our model with other state-of-the-art image
deblurring approaches on both real-world and synthetic blur
datasets. The results demonstrate that Blur2Blur outper-
forms other methods by a significant margin, highlighting
its superior performance in addressing the challenges of
image deblurring in real-world settings. Notably, when com-
bined with our blur translation method, supervised methods
achieve an impressive boost up to 2.91 dB in PSNR.

2. Related Work

Many methods have been proposed for image deblurring.
Beyond classical methods that do not necessitate training
data, many contemporary approaches are grounded in ma-
chine learning. Learning-based methods can be broadly
categorized based on their data requirements, whether it be
paired, synthetic, or unpaired data. This section reviews
representative works from these categories.

Classical Image Deblurring. Early deblurring methods
assume that the blur operator is linear and uniform. In
other words, the blur can be approximated by a single con-
volution operator: y = x ∗ k + η, where y, x, k, and
η represent the blurry image, sharp image, blur kernel,
and noise, respectively. Based on this assumption, given
a blurry image y, the sharp image x and the blur kernel
k can be obtained by maximizing the posterior distribu-
tion: x∗, k∗ = argmaxx,k P (x, k|y)P (x)P (k). Traditional
methods primarily focus on finding prior distributions for
either x [1, 7, 12, 13] or k [16, 18, 26]. However, these meth-
ods generalize poorly to real-world blurry images because
blur kernels are often non-uniform and non-linear.

Supervised learning with paired data. Going beyond the
assumptions of uniformity and linearity, several deep deblur-
ring neural networks have been proposed [3, 14, 15, 20, 34,
39], demonstrating promising results. These networks are
typically trained on large-scale datasets containing pairs of
blurry and sharp images. The distinguishing factors among
these works primarily lie on their architectural designs. For
instance, Tao et al. [34] introduced a multi-scale recurrent
network architecture specifically tailored for image deblur-
ring. Other methods [4, 23] leveraged a coarse-to-fine strat-
egy, utilizing multi-scale inputs to incrementally refine the
deblurring process. Kupyn et al. [14] was the first to incorpo-
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rate GAN-based loss into the image deblurring framework,
aiming to enhance the realism of deblurred images. Mean-
while, Zamir et al. [39] proposed a multi-stage framework
that breaks down the image restoration task into smaller,
more manageable stages. Lastly, Chen et al. [3] reduced the
complexity both between and within network blocks based
on UNet [30] architecture.

In supervised learning, training convolutional networks
effectively requires extensive datasets comprising both sharp
and blurry image pairs. Acquiring these datasets can be a
complex and lengthy process, often necessitating advanced
hardware and careful setup. Recent studies [25, 27, 43] have
introduced real-world deblurring datasets created using a
dual-camera system, consisting of a high-speed and a low-
speed camera, synchronized and aligned precisely with a
time trigger and a beam splitter. This method ensures the
collection of perfectly matched pairs of blurry and sharp im-
ages. Nonetheless, a limitation arises as deblurring networks
trained on these specific datasets may become too tailored to
the characteristics of the cameras used, resulting in reduced
performance when applied to images from different cameras.
Moreover, the dual-camera system is an advanced setup,
requiring specific camera types that meet certain criteria,
which means not all cameras are suitable for this purpose.

Supervised learning with synthesized data. One com-
mon approach for synthesizing blurry images is to average
multiple consecutive sharp frames from a video sequence
[23, 24]. Although this method mimics the way blurry im-
ages are captured, it has been demonstrated that models
trained on these datasets often underperform when tested on
real-world blurry images [28, 37]. Recent studies have pro-
posed more advanced techniques to synthesize deblurring
datasets, aiming to improve the generalization of models
trained on these datasets to unseen blur. For instance, Zhang
et al. [41] created a synthesized dataset by combining mul-
tiple types of degradation operators initially developed for
the super-resolution task. Rim et al. [28] compared real and
synthetic blurry images to design a more realistic blur syn-
thesis pipeline. However, as demonstrated in Sec. 4.2, the
degradation augmentation in [41] significantly impairs the
quality of input images, leading to distorted outputs. On
the other hand, models trained on the synthesized deblurring
dataset in [28] exhibit signs of overfitting to the training data.

One promising direction was to leverage the known rela-
tionship between blurry and sharp image pairs from existing
datasets [37]. This method involves capturing the blur distri-
bution characteristic of each pair, which can then be applied
to construct a synthesized blurred dataset. Inspired by the
effectiveness of this strategy in capturing blur attributes from
the known dataset, Blur2Blur adopts this approach. It is de-
signed to discern and retain the blur kernel while selectively
ignoring the camera-specific attributes of the target dataset.

Unupservised learning with unpaired data. Another ap-
proach to address the overfitting problem is through unpaired
deblurring [19, 38, 42, 44]. Unlike supervised methods,
these techniques do not require paired sharp and blurry im-
ages for training. However, they often face limitations, such
as being domain-specific [19], or making low-level statisti-
cal assumptions about blur operators [42], which may not
be valid for real-world blurry images. To facilitate domain
adaptation between blurred and sharp images, other methods
[38, 44] have been explored. However, these approaches
struggle to bridge the gap between these domains effectively
due to (1) the significant variation in the degree of blur across
different images, which affects the perceived semantics of
the objects within, and (2) the complex and unpredictable
nature of real-world blur patterns, often contradicting the
simplistic assumptions used in these models. Consequently,
the challenge of achieving truly blind image deblurring re-
mains unsolved.

Considering these limitations, our Blur2Blur approach
is centered around the innovative idea of blur kernel trans-
fer. This involves transforming the blur kernel from any
particular camera into a familiar blur kernel from a dataset
or camera that has a strong, pre-trained deblurring model.
This method enables us to utilize the benefits of supervised
techniques within an unsupervised framework, effectively
tackling the challenge of deblurring images with a wide
range of unknown blur distributions.

3. Methodology
3.1. Approach Overview

We formulate a blurry image y as a function of the corre-
sponding sharp image x through a blur operator FC(·, k),
which is associated with a device-dependent blur domain C
and a blur kernel k:

y = FC(x, k) + η, (1)

where η is a noise term. Our task is to find a deblurring
function G∗

C that can recover the sharp image from the blurry
input, i.e., G∗

C(y) = x.
One strategy is to utilize an existing, pre-trained deblur-

ring network to approximate the desired function G∗
C , and

then use it for deblurring. However, this approach often
leads to unsatisfactory results. The pre-trained network is
generally trained on a dataset from a camera with a unique
blur space C ′, which is likely to be different from the blur
space C of our camera. In essence, this would mean approx-
imating G∗

C with G∗
C′ , an approach that is not ideal due to

the differences between C and C ′, resulting in suboptimal
deblurring performance.

When a pre-trained network is not a good choice, our
remaining option is to train a new deblurring network tai-
lored to our camera. The obstacle here is that the specific
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blur space C of our device is unknown, and we cannot rely
on having paired training data of corresponding blurry and
sharp images. Paired training data requires a complex hard-
ware setup, involving a beam splitter, along with identical
devices capturing at different speeds, and the capability for
time synchronization, geometrical alignment, and color cal-
ibration. Not all camera devices meet these requirements,
and setting up such a system is beyond the expertise of many.
Consequently, our only feasible option is to use unpaired
data. Fortunately, we can access the camera device to cap-
ture sets of blurry images B and sharp images S, which are
unpaired and do not necessitate correspondence between
images in B and images in S . Thus, gathering these datasets
is relatively easy and straightforward. The downside, how-
ever, is that learning from unpaired data is challenging. The
deblurring process, which transforms a blurred image y into
a sharp image x, typically requires an understanding of the
blurring domain C. For unpaired data, this necessity poses
a significant hurdle, especially in reconstructing fine details
absent or distorted in the blurred input. Traditional deblur-
ring networks [19, 38, 42, 44], attempting to ‘hallucinate’
these missing details, often produce unsatisfactory results,
particularly with images affected by real-world blurring.

In this section, we introduce an innovative method to
learn G∗

C . Rather than directly learning this function, which
is extremely challenging, or roughly approximating it using
a function learned for another blur domain G∗

C′ , we treat G∗
C

as a composition of G∗
C′ and a translation function G, i.e.,

G∗
C = G∗

C′ ◦G. Our goal then shifts to learning G to bridge
the gap between domains C and C ′.

More specifically, our task is to learn a mapping function
G that maps each blurry input image y defined in Eq. (1) to
an image y′ with the same sharp visual representation x but
belongs to a known blur distribution C ′:

G : y → y′,where y′ = FC′(x, k′) + η′. (2)

Our approach breaks a complex task into two manageable
ones. One task requires deblurring from C ′, which, while
challenging, benefits from existing research. We can select
a well-performing pre-trained network G∗

C′ , which has been
trained with supervised learning using paired data in its
domain. The other task is to learn a translation from an
unknown blur domain C to a known domain C ′. The difficult
of this task depends on the differences between C and C ′, yet
it is surely easier than directly learning a mapping from C to
a sharp domain. This is because a blur-to-blur transformation
primarily modifies the blur patterns, avoiding the need to
reconstruct intricate image details. Moreover, we have the
flexibility to choose the most appropriate C ′ and G∗

C′ for
our specific blur domain. This flexibility extends to the
possibility of utilizing synthetic data, which allows for the
generation of extensive datasets, ensuring that the deblurring
network is thoroughly trained.

In the remaining of this section, we will discuss two
main components of our method, including the blur-to-blur
translation network G and the target blur space C ′.

3.2. Blur-to-blur translation

Our objective here is to train a blur-to-blur translation net-
work G, capable of converting any blurry image from the
unknown blur domain C to a known blur domain C ′ while
preserving the image content. To train G, we require two
datasets: B, which consists of blurry images from the un-
known blur domain, and K contains images with known blur,
for which a deblurring model has already been trained. We
design G to work at multiple scales and carefully design the
training losses to achieve the desired outcome.

Adversarial Loss. We employ an adversarial loss [5] to en-
force the translation network G to produce images with the
desired target blur. To achieve this, we introduce a discrim-
inator network D, which is responsible for distinguishing
between real images from the known blur domain and gener-
ated images. Two networks G and D are trained alternately
in a minimax game. The adversarial loss is defined as:

Ladv(G,D) = Ey∼K[logD(y)]

+ Ey∼B[log(1−D(G(y)))].
(3)

The blur translation network is trained to minimize the above
loss term, while the discriminator D is trained to maximize
it. We also force the Lipschitz continuity constraint on the
discriminator using the gradient penalty regularization [6]:

LD
grad(D) = Eŷ∼B̂[(∥∇ŷD(ŷ)∥2 − 1)2], (4)

where B̂ is the set of samples ŷ randomly interpolated
between a real image y ∈ B and the generated image
G(y) using a random mixing ratio ϵ ∈ [0, 1], i.e., ŷ =
ϵy + (1− ϵ)G(y).

Reconstruction Loss. Given a blurry image y, the desired
function G should translate the blur characteristics from C
to C ′ while maintaining the elements belonging to the sharp
image x. Using the adversarial loss helps translate the im-
age to the target blur domain but does not guarantee sharp
content preservation. Hence, we integrate a reconstruction
loss to enforce the visual consistency between the generated
blurry image G(y) and the original image y. This loss term
has two benefits: (1) it prevents G from modifying the im-
age content and only focuses on the blur kernel translation,
and (2) it provides additional supervision to our network,
enhancing the training stability. Moreover, to make G focus
on preserving the input semantic content rather than being
overly constrained by pixel-wise accuracy, we (1) employ
perceptual loss [9] instead of the common L1 or L2 loss
function and (2) adopt a multi-scale deblurring architecture
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Figure 2. Overview of our problem and proposed method. a) Given a camera, we aim to develop an algorithm to deblur its captured
blurry images. We assume access to the camera to collect unpaired sets of blurry images (B) and sharp image sequences (S). b) The
key component in our proposed system is a blur translator that converts unknown-blur images captured by the camera to have the target
known-blur presented in K. This translator is trained using reconstruction and adversarial losses. The converted images have known blur and
can be successfully deblurred using the previously trained deblurring model (Zoom for best view).

[4] to reconstruct the image content from coarse to fine:

LG
rec(G) =

1

M

M∑
i=1

1

ti
Eyi∼B[||ϕ(yi)− ϕ(G(yi))||1], (5)

where M is the number of levels, yi is the input image at
scale level i, ϕ(.) is a pre-trained feature extractor with the
VGG19 backbone [32]. We divide the loss by the number of
total elements ti for normalization.

Total Loss. Our final objective function for G combines the
adversarial and reconstruction loss terms:

LG
total(G,D) = Ladv(G,D) + λrecLrec(G), (6)

where λrec is the weight factor for the reconstruction loss,
ensuring the input content is maintained. Concurrently, the
objective function for D is established as follows:

LD
total(G,D) = −Ladv(G,D) + λgradLgrad(D). (7)

Here λgrad is a hyperparameter that controls the importance
of the gradient penalty loss component.

3.3. Known Blur Selection

The choice of C ′ and its representative dataset K is impor-
tant because the difficulty of learning the blur translation
network depends on the discrepancy between the two blur
domains. As described in Sec. 3.2, the representative dataset
K only affects the adversarial training losses. The transla-
tion network G aims to convert images in B to have similar
blur characteristics as images in K so that the discriminator
D cannot differentiate between the generated images and
the real images in K. However, if K and B have different
characteristics besides the blur kernel distribution, such as
color tone, image resolution, or device-dependent noise pat-
tern, D may rely on them to differentiate real and generated

images. It can cause G to either fail to converge or introduce
undesired characteristics from the representative dataset K
into the transferred outcomes.

To avoid this issue, we propose generating images in K
from a set of sharp images S captured with the same camera
as B, thus sharing identical characteristics. These images
are then augmented by blur kernels from a known domain,
characterized by a dataset of blurry-sharp image pairs using
the blur transfer technique [37]. The blurry-sharp image pair
dataset can be selected from commonly used image deblur-
ring datasets like REDS [24], GOPRO [23], RSBlur [29],
and RB2V [25], and we can utilize any deblurring network
pre-trained on that dataset. A key component in [37] is a
Blur Kernel Extractor F that can isolate and transfer blur
kernels from random blurry-sharp image pairs to the target
sharp inputs. After applying this blur synthesis procedure,
we obtain a known-blur image set K that carries blur ker-
nels from the known-blur domain while maintaining other
camera-based characteristics similar to the unknown-blur
images in B. Consequently, the discriminator can focus on
distinguishing based on blur kernels, facilitating effective
blur-to-blur translation training. The overview problem and
pipeline of our method is illustrated in Fig. 2.

4. Experiments
4.1. Experimental Setups
4.1.1 Datasets and implementation details

We evaluate our proposed method on four datasets. REDS
dataset [24] consists of 300 high-speed videos used to cre-
ate synthetic blur. By ramping up the frame rate from 120
to 1920 fps and averaging frames with an inverse Cam-
era Response Function (CRF), it simulates more realistic
motion blur, differentiating it from other synthetic datasets
[22, 31]. GoPro dataset [23] comprises 3,142 paired frames
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Dataset
Number of data samples

U. blur (B) U. sharp (S) Test
RB2V Street 5400 3600 2053
REDS 14400 9600 3000
RSBlur 8115 5410 8301
GoPro 1261 842 1111

Table 1. Statistics of datasets used as unknown domains.

of sharp and blurred images, recorded at 240 frames per
second. It employed a synthesis method akin to that of the
REDS dataset but with a different camera response function.
We utilize this dataset as the main target data for evaluating
deblurring methods in combination with Blur2Blur. RSBlur
dataset [29] contains 13,358 real blurred images. It pro-
vides sequences of sharp images alongside blurred ones for
in-depth blur analysis and offers the higher resolution than
similar datasets. Noise levels are also estimated to assess and
compare to the noise present in real-world blur scenarios.
In this paper, for the evaluation on the publicly available
RSBlur dataset, we utilized the official dataset alongside its
Additional set at a lower sampling rate, rather than generat-
ing blurry images from the RSBlur sharps set using dense
sampling as described in the original paper. RB2V dataset
[25] comprises about 11,000 real-world pairs of a blurry
image and a sharp image sequence for street categories, de-
noted as RB2V street. Experiments on this dataset are crucial
for confirming the effectiveness of our algorithm in handling
real-world, camera-specific data.

Train and test data. To address practical deblurring prob-
lems, our method assumes access to unpaired sets containing
blurry images B and sharp images S. When selecting a
dataset as the source for our deblurring evaluation, we divide
its training data into two disjoint subsets that capture differ-
ent scenes with a specific ratio of 0.6:0.4. In the first subset,
we select blurry images to form the unknown-blur image
set B, while in the second subset, we choose sharp images
to construct the sharp set S. For the chosen target dataset,
representing the domain for blur kernel translation via the
Blur2Blur mechanism, we employ the entire training dataset
to train our Blur Kernel Extractor [37] and subsequently
apply this extractor to map captured blur embeddings onto
the sharp image set S , creating the known-blur image set K.
The blurry images in the test data of the source dataset are
used to evaluate image deblurring algorithms. The statistics
of source image sets are reported in Tab. 1.

Implementation Details. We implemented the blur-to-blur
translation network G using MIMO-UNet [4] with the de-
fault configuration in Pix2Pix [8] implementation. For all ex-
periments, we set the hyper-parameters λrec = 0.8, λgrad =
0.005 and batch size of 16. To enhance our understanding of
the network G during its initial iterations, we sorted images
based on their blur degree, determined by the variance of the

responses obtained from applying the Laplacian operator. A
lower variance corresponds to a reduced range of intensity
changes, signaling a blurrier image with fewer edges. Ini-
tially, we optimized approximately 50% of the data within
a single batch. Subsequently, after 200K iterations, we in-
crementally scaled this proportion to encompass the full
batch. We evaluated Blur2Blur in combination with different
state-of-the-arts deblurring network backbones, including
NAFNet [3] and Restormer [40]. During training, we ran-
domly cropped these images to obtain a square shape of
256×256 and augmented with rotation, flip and color-jitter.

All experiments were performed using the Adam opti-
mizer [11]. Training our model required roughly 3 days for
1M iterations on 2 Nvidia A100 GPUs. The learning rate
is maintained constant for the first 500K iterations and then
linearly reduced during the remaining iterations as in [36].

4.1.2 Baselines

We compared Blur2Blur with a comprehensive list of base-
line methods from three categories: supervised methods
(NAFNet [3], Restormer [40]), unpaired training (Cycle-
GAN [44], DualGAN [38]), and generalized image deblur-
ring (BSRGAN+NAFNet [41], RSBlur+NAFNet [28]).

For fair comparisons, we retrained the supervised models
using the blur-sharp pairs from the source dataset. Further-
more, to replicate real-world scenarios with the absence of
paired data for deblurring network training, we generated
synthetic motion-blur data derived from the unknown-sharp
image set S by adding motion blur synthesis techniques,
such as the one provided by the imgaug library [10]. This
approach synthesized motion blur independently on each
image. For the unpaired training and generalized image de-
blurring approaches, we used the blurry images in B and
the sharp images from S for training the deblurring net-
work. BSRGAN was originally designed for blind image
super-resolution, and we adapted it to work on blind image
deblurring by adding motion blur augmentation (via averag-
ing with neighboring frames) into its augmentation pipeline.

4.2. Image Deblurring Results

To evaluate the performance of the Blur2Blur mechanism,
we defined three data configurations. Each configuration
consists of the Known-Blur dataset K, sourced from the Go-
Pro dataset, and two unpaired datasets, B and S, derived
from the training partitions of the deblurring dataset REDS,
RSBlur, or RB2V Street. For a comprehensive evaluation
of the Blur2Blur model, we integrated it with two super-
vised image deblurring backbones, Restormer and NAFNet.
Additionally, we compared the results with state-of-the-art
baselines. The quantitative results are summarized in Tab. 2.

As observed, both unsupervised image deblurring and
generalized deblurring approaches, despite expecting gen-

2809



Blur CycleGAN DualGAN Sharp

R
B

2V
_S

tre
et

R
E

D
S

R
S

B
lu

r

BSRGAN
+ NAFNet

RSBlur
+ NAFNet

GoPro+B2B 
(NAFNet)

Syn. Data
(NAFNet)

GoPro 
(NAFNet)
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eralization power, exhibit poor performance on these chal-
lenging real-world datasets. Their scores are similar to, and
sometimes significantly lower than, state-of-the-art super-
vised methods such as Restormer and NAFNet. In con-
trast, Blur2Blur demonstrates remarkable deblurring results.
When combined with Restormer, Blur2Blur helps to in-
crease the PSNR score by 2.63 dB on RB2V Street, 2.12 dB
on REDS, and 2.91 dB on RSBlur. When combined with
NAFNet, it provides consistent score increases, with 2.20
dB on RB2V Street, 2.31 dB on REDS, and 2.67 dB on RS-
Blur. NAFNet outperforms Restormer overall, making the
combination of NAFNet and Blur2Blur the most effective ap-
proach. Moreover, our method comes close to matching the
best results of supervised models trained on source datasets.

We provide a qualitative comparison between image de-
blurring results in Fig. 3. The comparison highlights a sig-
nificant performance disparity between supervised methods
and their counterparts. Unsupervised methods like Dual-
GAN and CycleGAN struggle notably in deblurring, with
DualGAN particularly unable to navigate the blur-to-sharp
domain, tending instead to bridge the content and color dis-
tribution gap between the blurry (B) and sharp (S) datasets.
Synthesis-based methods such as BSRGAN and RSBlur also
fall short, failing to address unseen blurs, indicating the limi-
tations of augmentation strategies, including those using the
imgaug library. Supervised method NAFNet fails to handle
unseen blurs, often yielding output mostly identical to the
blurred inputs. However, our method effectively transforms
unknown blurs into known ones. Our translation process suc-
cessfully focuses on the blur kernel, minimizing bias from
other image characteristics. By integrating Blur2Blur with
NAFNet, we achieve a substantial recovery of high-quality
sharp images, demonstrating the practical strength of our
approach. Additional qualitative results for Restormer are
provided in the supplementary material.

RB2V Street REDS RSBlur
NAFNet [3]

w/ GoPro 24.78 / 0.714 25.80 / 0.880 26.33 / 0.790
w/ Synthetic Data 22.10 / 0.644 25.07 / 0.853 23.53 / 0.659
w/ Blur2Blur (GoPro) 26.98 / 0.812 28.11 / 0.893 29.00 / 0.857
w/ the source domain* 28.72 / 0.883 29.09 / 0.927 33.06 / 0.888

Restormer [40]
w/ GoPro 23.34 / 0.698 25.43 / 0.775 25.98 / 0.788
w/ Synthetic Data 23.78 / 0.655 24.76 / 0.753 23.34 / 0.651
w/ Blur2Blur (GoPro) 25.97 / 0.750 27.55 / 0.885 28.89 / 0.850
w/ the source domain* 27.43 / 0.849 28.23 / 0.916 32.87 / 0.874

Generalized Deblurring
BSRGAN [41] 23.31 / 0.645 26.39 / 0.803 27.11 / 0.810
RSBlur [28] 23.42 / 0.603 26.32 / 0.812 26.98 / 0.798

Unpaired Training
CycleGAN [44] 21.21 / 0.582 23.92 / 0.775 23.34 / 0.782
DualGAN [38] 21.02 / 0.556 23.50 / 0.700 22.78 / 0.704

Table 2. Comparison of different deblurring methods on various
datasets. For each test, we report PSNR↑ and SSIM↑ scores as
evaluation metrics. The best scores are in bold and the second
best score are in underline. For a supervised method, NAFNet or
Restormer, we assess its upper-bound of deblurring performance
by training it on the training set of the source dataset*.

Ratio B : S 5:5 6:4 7:3 8:2 9:1

GoPro–RB2V Street 26.02 26.98 26.92 25.98 24.32
GoPro–REDS 27.53 28.11 28.10 27.00 26.43

Table 3. PSNR debluring results with different Blur-to-Sharp ratios.

4.3. Blur2Blur Visualization

Fig. 4a provides a comparative visualization between the
original blurry image and its Blur2Blur converted images us-
ing the same source and target datasets as detailed in Sec. 4.2.
As can be seen, our transformed images effectively adopt the
blur pattern of the GoPro dataset, noted for its low sampling
rate blur (as further shown in Fig. 4b), while preserving other
content elements identical to the input. This demonstrates the
Blur2Blur conversion’s capability to produce transformed
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RB2V_Street REDS RSBlur

Original  
Blur

Converted 
Image

GoPro Examples

(a) (b)

Figure 4. (a) A comparison of original images and their correspond-
ing Blur2Blur converted version; (b) Selected examples demon-
strating the GoPro dataset’s blur pattern (Zoom for best view).

Blur GoPro REDS RSBlur

GoPro + B2B REDS + B2B RSBlur + B2B

Figure 5. Qualitative comparison of deblurring models on the
PhoneCraft dataset with multiple target datasets.

images that faithfully reflect the specific blur pattern while
preserving the original content details.

4.4. Ablation Study for Blur to Sharp Ratio

We evaluate the significance of the blur-to-sharp ratio, rep-
resented as the ratio between datasets Unknown-Blur (B)
and Unknown-Sharp (S). Specifically, we consider NAFNet
as the image deblurring backbone, and consider the GoPro-
RB2V Street and GoPro-REDS dataset settings, where Go-
Pro represents our target camera device for which we have
tailored a deblurring model. We conducted B2B experiments
across a range of ratios from 5:5 to 9:1. The deblurring result
in Tab. 3 demonstrates that a greater proportion of blurry
images in the dataset, as seen in the 6:4 and 7:3 ratios, allows
for a deeper understanding of the blur patterns characteristic
of the target device, leading to improved deblurring perfor-
mance. However, excessively few sharp images, as in the 9:1
ratio, may cause the Blur2Blur method to overfit to limited
sharp content. To balance learning and prevent overfitting, a
6:4 ratio has been selected for all experiments in this study.

4.5. Practicality Evaluation

We evaluate the practicality of Blur2Blur in two imagined
yet realistic scenarios. The first scenario involved a user
desiring a deblurring algorithm for images taken with their
smartphone camera. To facilitate this, we compiled a dataset
named PhoneCraft, featuring images captured using a Sam-

Blur RSBlur RSBlur + B2B

Figure 6. Results of using Blur2Blur on the WritingHands dataset.

sung Galaxy Note 10 Plus. This dataset includes videos
with motion-induced blur, refined through post-processing
to remove other blur types, and clear, sharp videos recorded
at 60fps. Over two hours, a variety of scenes and motions
were captured, producing 12 blurry and 11 sharp video clips,
each between 30 and 40 seconds long.

In deblurring PhoneCraft images, we used well-known
blur datasets GoPro, REDS, and RSBlur. Results in Fig. 5
show Blur2Blur significantly improved image clarity over
pre-trained models, especially with RSBlur’s complex blur
patterns. The NIQE [21] scores of the deblurred images
transformed by Blur2Blur, using the GoPro, REDS, and
RSBlur as source datasets are 9.8, 9.2, and 8.8, respec-
tively. For NIQE score, lower is better, and this demonstrates
Blur2Blur’s ability to handle real-world blurs effectively.

In our second scenario, we explored a webcam-based
application for monitoring hand movements during writing
exercises, aimed at assisting in rehabilitation therapy. The
challenge here is motion blur, which complicates hand and
object tracking. To test our approach, we created a dataset
named WritingHands with four 30fps webcam-recorded
videos, each about 40s long. From these, two videos pro-
vided over 1100 frames with motion blur for training, and
one video offered sharp reference images. Leveraging in-
sights from the PhoneCraft dataset, we used the RSBlur
dataset and its pre-trained NAFNet model for a two-day
training session. Results, shown in Fig. 6, indicate that while
RSBlur’s model alone leaves some blur, integrating it with
Blur2Blur significantly restores the image’s sharpness.

5. Conclusions

We have proposed Blur2Blur, an effective approach to ad-
dress the practical challenge of adapting image deblurring
techniques to handle unseen blur. The key is to learn to con-
vert an unknown blur to a known blur that can be effectively
deblurred using a deblurring network specifically trained to
handle the known blur. Throughout extensive experiments
on synthetic and real-world benchmarks, Blur2Blur consis-
tently exhibited superior performance, delivering impressive
quantitative and qualitative outcomes.
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