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Abstract

We study the visual semantic embedding problem for image-text matching. Most existing work utilizes a tailored cross-attention mechanism to perform local alignment across the two image and text modalities. This is computationally expensive, even though it is more powerful than the unimodal dual-encoder approach. This work introduces a dual-encoder image-text matching model, leveraging a scene graph to represent captions with nodes for objects and attributes interconnected by relational edges. Utilizing a graph attention network, our model efficiently encodes object-attribute and object-object semantic relations, resulting in a robust and fast-performing system. Representing caption as a scene graph offers the ability to utilize the strong relational inductive bias of graph neural networks to learn object-attribute and object-object relations effectively. To train the model, we propose losses that align the image and caption both at the holistic level (image-caption) and the local level (image-object entity), which we show is key to the success of the model. Our model is termed Composition model for Object Relations and Attributes, CORA. Experimental results on two prominent image-text retrieval benchmarks, Flickr30K and MS-COCO, demonstrate that CORA outperforms existing state-of-the-art computationally expensive cross-attention methods regarding recall score while achieving fast computation speed of the dual encoder. Our code is available at https://github.com/vkhoi/cora_cvpr24

1. Introduction

Image-text matching is a fundamental computer vision problem that aims to measure the semantic correspondence between an image and a text. Such correspondence can be used for image retrieval given a text description, or text retrieval provided an image query, both of which are important in various computer vision applications (e.g., weakly supervised problems \cite{18, 19}). The problem is inherently challenging due to the ambiguous nature of the image and text modalities \cite{6, 46}. For example, an image can depict a complicated situation that a multitude of different captions can describe, whereas a single caption is too abstract and can semantically apply to multiple images. Various studies have been proposed and can be categorized into two main directions: (1) the unimodal dual encoder and (2) the cross-attention approach.

In the dual-encoder framework, two modality-independent encoders embed the image and text caption separately into a joint embedding space. In this space, a similarity function such as a dot product can measure the image-text similarity. This strategy is also referred to as the global alignment approach, as the goal is to holistically represent an image (or text) as a single embedding. Due to their simplicity and low computational cost (e.g., retrieving an image given a text query can be done via a vector-matrix multiplication with the cached embeddings), such methods are more widely adopted for real-world retrieval databases.

The second approach, cross-attention network, constitutes the majority of recent work. Instead of embedding each modality separately, cross-modality attention is adopted to locally align fine-grained visual cues of an image (image regions) with textual cues of a caption (word tokens), from which the overall correspondence score is aggregated. While this approach outperforms dual encoder in terms of power, it presents a substantial computational challenge. Upon receiving a text (or image) query, every image vs. text query pair must be processed through the cross-attention model to determine their similarity scores. This requirement renders the method impractical for retrieval systems managing large databases due to its extensive computational demands. This work focuses on the dual-encoder
approach and shows that our dual-encoder proposal even outperforms the SOTA cross-attention networks.

Existing approaches use a text sequence model (e.g., GRU [7], LSTM [15]) to encode the text caption. A text usually contains an extensive range of semantic information, such as object categories, attributes of objects, and relations between objects. Attributes describe appearance of objects [22, 36, 38, 39, 44], while relations describe how objects interact with one another [56]. Forcing a text sequence model to learn to parse a caption into different levels of semantics is challenging, especially in the low data regime. For example, by design, a sequence model that simply processes a caption from left to right (GRU, LSTM) may find it challenging to determine which attributes belong to an object and which objects participate in a relation. Numerous works have shown that Transformer-based text sequence models (BERT [8]) can produce good structural parsing of a sentence [14], however, these models must be trained on large amounts of data. Nevertheless, it has been shown in [3] that even the CLIP text encoder [42] in Stable Diffusion [40, 43] still exhibits incorrect object-attribute binding (i.e., pair an attribute with the wrong object in the sentence) despite having been trained on large datasets. Therefore, it becomes desirable to have a text embedding model that can capture the semantic relations between concepts accurately.

In this work, instead of a sequence model, we propose representing a caption as a scene graph of object and attribute nodes connected by relation edges. An example of a scene graph is illustrated in Fig. 1, where we show that semantic structures such as object-attribute and object-object pairings are already organized. To this end, we propose our Composition model for Object Relations and Attributes, CORA, a dual-encoder model for image-text matching. On the image side, we re-use GPO [4] which is a SOTA pooling operator for image-text matching to embed the image as a vector. On the text side, we propose to use a graph attention network [2, 48] with strong relational inductive bias to produce a holistic scene graph embedding for the caption. Scene graph-based approaches have been previously explored in [25, 28, 30, 51] for image-text matching, but they all employ expensive cross-attention. In addition to the margin-based triplet ranking loss [10] adopted by prior work, we propose a contrastive loss to guide CORA in making alignment at both the holistic image-caption level and the local image-object entity level. The proposed loss helps make training more stable and result in better downstream retrieval accuracy, as well as additionally acquires CORA with the image-object entity retrieval capability.

Our model is evaluated on two image-text retrieval benchmarks, Flickr30K and MS-COCO, where it outperforms SOTA dual-encoder and expensive cross-attention methods. Our paper makes the following contributions:

- We propose CORA, a dual encoder for image-text matching that uses a graph attention network instead of a sequence model to produce scene graph embedding for a caption.
- We propose using contrastive loss that trains the model to make global alignment (image-caption) and local alignment (image-object entity), resulting in more stable training, better retrieval accuracy, and image-object retrieval capability.
- Our model CORA achieves SOTA retrieval performance on Flickr30K and MS-COCO, two prominent benchmarks for image-text retrieval.

2. Related Work

**Dual-encoder.** This approach is dominant in earlier works [10, 11, 21, 24, 50] in image-text matching. The image and text captions are independently embedded in a joint metric space where matching image-caption pairs are located close to each other. Existing work in this paradigm often improves the joint embedding space by introducing new losses [6, 10], proposing new architecture for each modality encoder [24, 52, 54], or learning better pooling methods [4, 26]. For example, VSE++ [10] proposes a triplet loss with hard negative mining which has been adopted by all following image-text matching work. VSRR [24], DSRAN [52], SAEM [54] implement graph convolution and self-attention to improve the encoder architecture. GPO [4] achieves competitive results by designing a new pooling operator that can learn from data. Recently, MV-VSE [26] and SDE [20] propose using multiple embeddings per sample data, and HREM [12] presents a dual-encoder model that can be trained with a cross-modality matching loss for enhancing the embedding quality.

**Cross-attention.** In contrast to embedding the image and text independently, this approach considers the fine-grained local correspondence between image features and text tokens before computing the similarity. SCAN [23] is the first representative work that introduces this idea of using cross-attention between the two modalities to find their alignments. CAAN [58] later improves the idea by employing an additional intra-modal interaction step after the cross-modal interaction. SGARF [9] proposes to learn jointly from both the global and local alignment to highlight important image regions. Recently, NAAF [57] encourages the dissimilarity degrees between mismatched pairs of image region and word to boost the similarity matching, and CHAN [35] proposes a new cross-modal alignment method that can neglect the redundant misalignments.

**Graph-based image-text matching.** Among both dual-encoder and cross-attention methods, some have utilized scene graphs as part of their pipeline for more accurate image-text alignment [25, 28, 30, 51]. Frameworks based on this approach leverage the capacity of Graph Convolu-
ional Networks (GCN) to capture the spatial and semantic relationships between visual regions and textual tokens. For example, SGM [51], GCN+DIST [25], GraDual [30] utilize off-the-shelf visual scene graph generator [56] to extract scene graph from images, then perform cross-modal alignment between the visual and textual graph. GSMN [28], on the other hand, uses a fully connected graph for the visual regions but additionally uses the regions’ polar coordinates to encode their spatial relationships.

In our work, we build upon the scene graph representation of the caption to develop the text encoder for our dual-encoder model. Our model focuses on explicitly learning to compose objects with their attributes and all objects in the scene through their relationships to produce a single embedding vector for the text rich in semantic information. To the best of our knowledge, there has yet to be any previous dual-encoder work on explicitly capturing the object, attribute, and relation semantics through scene graphs for image-text matching. Our method is different from previous graph-based approaches in that we do not use external visual scene graph generator, which is prone to wrong prediction, and we carefully design a 2-step graph encoding approach trained with a contrastive loss to align at both the global image-text and local image-object level. Our network outperforms SOTA methods without the heavy cross-attention module.

3. Method

This section describes our Composition model for Object Relations and Attributes. We first describe the overall framework in Sec. 3.1, then present in Sec. 3.2 how we perform visual embedding on the input image, how we parse the text caption into a scene graph and extract text features for each node in the graph. In Sec. 3.3, we describe how we can embed this scene graph into the joint embedding space with the image using the graph attention network. Finally, training objectives are detailed in Sec. 3.4.

3.1. Overall Framework

We begin by describing the overall framework of CORA, which is illustrated in Fig. 2. The model consists of two encoders: a visual encoder \( f^V \) that takes in an input image \( x \) and produces the image embedding vector \( v = f^V(x) \in \mathbb{R}^D \); and a text encoder \( f^T \) that takes in the text caption \( y \) and produces its embedding \( t = f^T(y) \in \mathbb{R}^D \) in the joint \( D \)-dimensional embedding space. Instead of embedding the text caption directly, we first parse it into a scene graph using a parser \( \phi^{SG} \); then apply a graph attention network \( f^G \) to encode this scene graph. Our text embedding formulation therefore can be rewritten as \( t = f^G(\phi^{SG}(y)) \).

The similarity score between the image and the text caption is defined as the cosine similarity between their embeddings \( v \) and \( t \):

\[
\text{sim}(x, y) = \frac{v^T t}{\|v\|\|t\|}.
\]

The dual-encoder is efficient for image-text retrieval. In the context of image retrieval, all image embeddings can be computed and cached in advance. When a text query arrives, it only needs to be embedded with \( f^G(\phi^{SG}(\cdot)) \), then a simple vector-matrix multiplication is sufficient to retrieve all nearest neighbor images of the query.

3.2. Feature Extraction

Visual feature extractor. Given an input image \( x \), we follow convention from prior work to use the pre-trained bottom-up detection model BUTD [1]. With this model, the top-36 most confident salient regions in \( x \) are detected, along with their visual features \( \{x_k \in \mathbb{R}^{2048}\}_{k=1}^{N_v}, N_V = 36 \). The detection model used here is a Faster R-CNN with ResNet-101 backbone [13], pre-trained on Visual Genome [22]. We also transform the region features with an FC layer so that they have the same dimensions as the joint embedding space: \( x_k \in \mathbb{R}^D \). Furthermore, we also apply multi-head self-attention to contextualize the region features against one another. Then, in order to perform feature aggregation on this set to obtain a holistic representation for the input image \( v = f^V(x) \in \mathbb{R}^D \), we implement \( f^V \) using GPO [4] which is a SOTA pooling operator for image-text matching. Essentially, GPO learns to generate the best pooling coefficient for every visual region, which is better than naively applying mean pooling over the visual feature set.

Scene graph parser. Formally, we implement a textual scene graph parser that can construct a graph \( G = (V, E) \) given a text caption \( y \), where \( V = O \cup A \) denotes the set of object nodes \( O \) and attribute nodes \( A \), and \( E = E_{OA} \cup E_{DO} \) represents the set of object-attribute edges \( E_{OA} \) and object-object relation edges \( E_{DO} \). Example of a scene graph is illustrated in Fig. 1. We implement a scene graph parser based on [45, 53], using the syntactical dependency parser from the spaCy library [16]. We develop rules to extract object nouns (e.g., *construction worker*), adjective and verb attributes (e.g., *salmon-colored, sitting*), verb relations (e.g., *person-jump over-fence, dog-wear-costume*), and preposition relations (e.g., *flag-above-building*). Existing scene graph parsers [45, 53] are developed upon inferior language toolkits, thus often misdetect concepts (e.g., those consisting of multiple word tokens are not detected). The implementation of our parser is made publicly available.

Semantic concept encoder. We denote the set of object nodes \( O = \{o_j\} \), attribute nodes \( A = \{a_i\} \), and object-object relation edges \( E_{DO} = \{r_i\} \). These concepts are still in text format that need to be encoded into vector representation. As these concepts often consist of multiple word tokens (e.g., *pair of shoes, jump over*), we use a text se-
3.3. Scene Graph Embedding

After obtaining the graph structure from the parser and the initialized features for all nodes and edges in the graph, we continue to elaborate on our scene graph embedding method as follows. The core idea of our method is that the scene semantics should be composed at two levels in a bottom-up manner, where we use a separate graph attention network (GAT) [2, 48] for each level. At the bottom level, a GAT models the relations between an object and its associated attributes. At the top level, another GAT is used to model the relations between solely the objects, compose them together and produce the final scene embedding.

GAT Preliminaries. GAT is among the most popular graph neural network methods, with SOTA results in graph representation learning. We follow the implementation of GATv2 [2], which is an improved version of the original GAT [48]. We provide a brief description of GATv2 here. Given a directed graph $G = (V, E)$, containing nodes $V = \{1, ..., N\}$ and $E \subseteq V \times V$ where $(j, i) \in E$ denotes an edge from node $j$ to $i$. For each node $i$, we also have its initial representation denoted as $h_i \in \mathbb{R}^d$. In a message passing step, to update features for node $i$, we first compute the importance value of neighbor node $j$ w.r.t. $i$ as following

$$e(h_i, h_j) = a^T \text{LeakyReLU}(W \cdot [h_i || h_j]),$$

(2)

where $||$ denotes vector concatenation, $W \in \mathbb{R}^{d \times 2d}, a \in \mathbb{R}^{1 \times 1}$. Followed by softmax, normalized attention coefficients of all neighbors $j \in N_i$ can be obtained: $\alpha_{i,j} = \text{softmax}(e(h_i, h_j))$. Then, new representation $h_i'$ for node $i$ is aggregated by

$$h_i' = \text{ReLU}(\sum_{j \in N_i} \alpha_{i,j} W h_j).$$

(3)

Formally, the output of one GAT layer on a graph $G$ is

$$\{h_i'\} = \text{GAT}(\{h_i\}, G).$$

(4)

3.3.1 Object-Attribute GAT

At the bottom level, we care about how the semantic representation of an object is modified by its connected attributes in the graph. These attributes are modifiers that alter the visual appearance of the object. Because an attribute of
one object should in no way alter the appearance of another object, in this step, we apply GAT only on the subgraph $G_{OA} = (V, E_{OA})$ consisting of only edges between the object and attribute nodes.

We denote $\{h_{i}\}_{i=1}^{V}, h_{i} \in \mathbb{R}^{D}$ as the initial representations for all nodes in the graph. These representations are initialized from the aforementioned semantic concept embedding step. We train a graph attention network, which we name GAT$_{Obj-Att}$ to perform message passing in graph $G_{OA}$. The updated representation of all nodes is therefore

$$\{h_{i}\} = \text{GAT}_{\text{Obj-Att}}(\{h_{i}\}, G_{OA}). \qquad (5)$$

At the output, we are only interested in the updated representation of the set of object nodes. Since these objects have been composed with their corresponding attributes, we name them as entities and denote them as $\{e_{i}\}_{i=1}^{O}$, which will be used in one of our proposed losses.

### 3.3.2 Object-Object Relation GAT

At the top level, after acquiring the entity embeddings $\{e_{i}\}_{i=1}^{O}$ for all object nodes, we continue to apply another GAT, which we name GAT$_{Obj-Obj}$ on the subgraph $G_{OO} = (O, E_{OO})$ consisting of only object nodes and edges between them. Because these object nodes are connected with object-object relation edges $\{r_{ij}\}$, our first step before applying GAT is to contextualize the entity embeddings with their corresponding edges.

**Edge features.** Consider a directed relation edge $r_{ij}$. In this relation, node $i$ plays the subject (active) role while node $j$ plays the object (passive) role. For example, in the relation *man-hold-cup* plays the subject (active) role while node *cups* is the object. To obtain the edge features for this relation, we concatenate its semantic encoding $r_{ij}$ with the embedding of the entity that plays the passive role $e_{j}$ as follows: $r_{ij}^{e} = [r_{ij}|e_{j}]$. While existing work [34] often concatenates $r_{ij}$ with both the subject and object entity, in our work, we find that it is empirically better to characterize a relation with only the passive object entity. This is intuitively reasonable since the meaning of a relation such as *hold-cup* does not depend on what kind of subject is involved.

**Edge-contextualized entity features.** Consider object node $i$, we define $\text{Active}(i) = \{j|r_{ij} \in E_{OO}\}$ consisting all nodes that node $i$ has a subject (active) relation with. Vice-versa, we define $\text{Passive}(i) = \{j|r_{ji} \in E_{OO}\}$ which is all nodes that node $i$ has an object (passive) relation. We contextualize the embedding of entity $i$ with its edges as

$$e_{i}^{'} = e_{i} + \frac{\sum_{j \in \text{Active}(i)} W_{A} r_{ij}^{e}}{|\text{Active}(i)|} + \frac{\sum_{j \in \text{Passive}(i)} W_{P} r_{ji}^{e}}{|\text{Passive}(i)|},$$

where $W_{A}$ and $W_{P}$ are two learnable matrices mapping edge features to have the same dimension with entity embeddings.

**Scene graph embedding.** With $\{e_{i}\}_{i=1}^{O}$ as the initial representation for all object nodes. We train a GAT$_{Obj-Obj}$ on graph $G_{OO}$. The updated representation for all nodes is

$$\{\hat{e}_{i}\} = \text{GAT}_{\text{Obj-Obj}}(\{e_{i}\}, G_{OO}). \qquad (7)$$

In order to pool the whole graph into one single embedding vector, we also use GPO [4] similar to our visual feature extraction step. We take the output representation that is pooled from GPO as the scene embedding $t$ to represent the original input text caption in the joint embedding space.

#### 3.4. Training Objectives

Let $B = \{(v_{i}, t_{i}, \{e_{ik}\}^{O}_{k=1})\}_{i=1}^{N}$ be the training batch of output image embedding $v_{i}$ of the $i$-th image, output text embedding $t_{i}$ of the $i$-th text caption from GAT$_{Obj-Obj}$, and set of output entity embeddings $\{e_{ik}\}^{O}_{k=1}$ of the $i$-th text caption from GAT$_{Obj-Att}$. It is reminded that these entities $\{e_{ik}\}$ are embeddings of the object nodes in the scene graph of $t_{i}$. We train our model CORA with the following losses.

**Triplet loss with hardest negatives.** Following prior work in image-text retrieval [4, 10], we also adopt the hinge-based triplet loss with hardest negative mining.

$$L_{\text{HARD}} = \sum_{i} \max_{j} [\alpha + s(v_{i}, t_{j}) - s(v_{i}, t_{i})]_{+} + \max_{j} [\alpha + s(v_{j}, t_{i}) - s(v_{i}, t_{i})]_{+}. \qquad (8)$$

Essentially, for every matching image-caption $v_{i}$ and $t_{i}$ in the training batch, this loss looks for the negative caption $t_{j}$ that is closest to $v_{i}$, and the negative image $v_{j}$ that is closest to $t_{i}$ in the embedding space. $t_{j}$ and $v_{j}$ are the hardest negatives in the training batch and help provide a strong discriminative learning signal to the model.

**Contrastive loss.** As observed by previous work [4], the hardest triplet loss above results in unstable learning during early training epochs. We find that applying a contrastive loss that encourages the model to align the output representations of all matching image, text, and object entity together results in more stable training and better final results. Because the entity embeddings $\{e_{ik}\}^{O}_{k=1}$ are also involved in the equation here, our model CORA is also trained to perform image retrieval given an object entity (e.g., image searching for *straw hat*). The loss is formulated as follows

$$L_{\text{CON}} = - \sum_{i} \sum_{u} \log \frac{\exp(s(v_{i}, u))}{\sum_{u' \in N_{i}} \exp(s(v_{i}, u'))} + \sum_{i} \sum_{u} \log \frac{\exp(s(v', u))}{\sum_{u' \in N_{i}} \exp(s'(v', u'))}. \qquad (10)$$
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where $u \in \{t_i\} \cup \{e_{ik}\}_{k=1}^{O_i}$ is the semantic embedding of either the text or an object entity corresponding to image $i$, $N_i$ is the negative set of semantic concepts that do not correspond to image $i$, and similarly $N_i'$ is the negative set of images that do not contain semantic concept $u$.

**Specificty loss.** The contrastive loss above aligns the embeddings of image, text, and entity together in the joint space. In addition, we would like to impose some structure in this space such that the similarity between an image $v_i$ and text $t_i$ should be larger than between $v_i$ and all entities $\{e_{ik}\}$. The reason is that a caption always depicts more semantic information than an entity alone, hence $t_i$ should be more specific w.r.t. $v_i$ and exhibits a larger similarity score. The loss takes the form of a hinge-based triplet loss

$$L_{\text{spec}} = \sum_i \sum_k (\alpha + s(v_i, e_{ik}) - s(v_i, t_i))^+.$$  

(12)

Our overall loss is therefore a weighted sum of all losses:

$$L = L_{\text{hard}} + \lambda_{\text{con}} L_{\text{con}} + \lambda_{\text{spec}} L_{\text{spec}}.$$  

(13)

4. Experiments

We describe our experiments to validate the effectiveness of CORA. We describe the datasets in Sec 4.1 and analyze the results in Sec 4.2. To validate design choices, we present ablations in Sec 4.3. We refer to supplementary for implementation, qualitative results, and inference time analysis.

4.1. Dataset and Evaluation Metrics

**Datasets.** We perform experiments on two standard benchmarks, Flickr30K [41] and MS-COCO [27], on the image-to-text retrieval (I2T) and text-to-image retrieval (T2I) tasks. In both datasets, every image is annotated with five text descriptions. As in prior work [4], we follow the splits convention on both datasets. Flickr30K contains 31K images, of which 29K images are for training, 1K for validation, and 1K for testing. MS-COCO provides 123,287 images and is split into 113,287 images for training, 5000 images for validation, and 5000 images for testing.

**Metrics.** We report the commonly used Recall@K (R@K), where $K \in \{1, 5, 10\}$. This metric computes the percentage of queries where the correct match appears in the top-K retrievals. To summarize performance, we report RSUM which is the sum of R@K at all values of $K \in \{1, 5, 10\}$ on I2T and T2I tasks. For MS-COCO, by convention, the results are reported in two settings: 5K setting, and 1K setting where the results are averaged over five 1K data folds.

4.2. Quantitative Results

We summarize our results compared with SOTA methods on Flickr30K and MS-COCO in Tab. 1 and Tab. 2. The methods are denoted with whether they are cross-attention or dual-encoder approaches, and are divided into groups depending on the textual backbone used (Bi-GRU vs. BERT). Following previous work [12, 20, 57], we also report the ensemble results which are obtained by averaging the similarities from two checkpoints trained with different seeds.

**Comparisons with state-of-the-art methods.** When using Bi-GRU as the semantic concept encoder, our method CORA outperforms all state-of-the-art methods by an impressive margin. CORA achieves +5.4 RSUM absolute improvement over HREM on Flickr30K, and +13.7 RSUM over NAAF on MS-COCO 5K. Note that NAAF is among the SOTA cross-attention methods (CHAN, GraDual, CODER, SGARF) which are more computationally expensive but having more learning capacity advantage over dual encoders, however CORA is still able to surpass them. The non-ensemble version of CORA also outperforms all non-ensemble methods while even exceeding the ensemble ones (SDE, GraDual).

When using BERT for encoding semantic concepts, CORA achieves second best RSUM score on Flickr30K and MS-COCO and is only inferior to the recent SOTA HREM. HREM is also a dual encoder, but is trained with a cross-modality mechanism (which is later discarded at inference) to enhance each modality embedding for matching. The same idea of HREM can be applied to CORA to boost the performance even further, but is out of the scope of our work. Switching from Bi-GRU to using BERT, our method

<table>
<thead>
<tr>
<th>Method</th>
<th>Venue</th>
<th>CA</th>
<th>Image → Text</th>
<th>Text → Image</th>
<th>RSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN [25]</td>
<td>ECCV’18</td>
<td>√</td>
<td>67.4</td>
<td>90.3</td>
<td>95.8</td>
</tr>
<tr>
<td>VSRRN [24]</td>
<td>ECCV’19</td>
<td></td>
<td>71.3</td>
<td>90.6</td>
<td>96.0</td>
</tr>
<tr>
<td>GCM+DIST [25]</td>
<td>CVPR’20</td>
<td></td>
<td>70.8</td>
<td>92.7</td>
<td>96.0</td>
</tr>
<tr>
<td>GCM+DIST [25]</td>
<td>CVPR’20</td>
<td></td>
<td>76.4</td>
<td>94.3</td>
<td>97.3</td>
</tr>
<tr>
<td>CAAN [58]</td>
<td>CVPR’20</td>
<td></td>
<td>70.1</td>
<td>91.6</td>
<td>97.2</td>
</tr>
<tr>
<td>VSE [4]</td>
<td>CVPR’21</td>
<td></td>
<td>76.5</td>
<td>94.2</td>
<td>97.7</td>
</tr>
<tr>
<td>VSRRN++ [24]</td>
<td>ICML’22</td>
<td></td>
<td>79.2</td>
<td>94.6</td>
<td>97.5</td>
</tr>
<tr>
<td>SGM [51]</td>
<td>AAAI’22</td>
<td></td>
<td>77.8</td>
<td>94.1</td>
<td>97.4</td>
</tr>
<tr>
<td>CODER [40]</td>
<td>ECCV’22</td>
<td></td>
<td>79.4</td>
<td>94.9</td>
<td>97.7</td>
</tr>
<tr>
<td>MV-VSE† [26]</td>
<td>IJCAI’22</td>
<td></td>
<td>79.0</td>
<td>94.9</td>
<td>97.7</td>
</tr>
<tr>
<td>GraDual† [30]</td>
<td>WACV’23</td>
<td></td>
<td>78.3</td>
<td>96.0</td>
<td>98.0</td>
</tr>
<tr>
<td>CHAN [35]</td>
<td>CVPR’23</td>
<td></td>
<td>79.7</td>
<td>94.5</td>
<td>97.3</td>
</tr>
<tr>
<td>NAAF [57]</td>
<td>CVPR’23</td>
<td></td>
<td>81.9</td>
<td>96.1</td>
<td>98.3</td>
</tr>
<tr>
<td>SDE† [20]</td>
<td>CVPR’23</td>
<td></td>
<td>80.9</td>
<td>94.7</td>
<td>97.6</td>
</tr>
<tr>
<td>HREM† [12]</td>
<td>CVPR’23</td>
<td></td>
<td>81.4</td>
<td>95.6</td>
<td>98.5</td>
</tr>
<tr>
<td>Ours†</td>
<td>CVPR’23</td>
<td></td>
<td>82.2</td>
<td>95.6</td>
<td>97.7</td>
</tr>
<tr>
<td>Ours</td>
<td>CVPR’23</td>
<td></td>
<td>82.3</td>
<td>96.1</td>
<td>98.0</td>
</tr>
</tbody>
</table>

**Faster R-CNN + Bi-GRU**

<table>
<thead>
<tr>
<th>Method</th>
<th>Venue</th>
<th>CA</th>
<th>Image → Text</th>
<th>Text → Image</th>
<th>RSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSE [4]</td>
<td>CVPR’21</td>
<td></td>
<td>81.7</td>
<td>95.4</td>
<td>97.6</td>
</tr>
<tr>
<td>CODER [40]</td>
<td>ECCV’22</td>
<td></td>
<td>83.2</td>
<td>96.5</td>
<td>98.0</td>
</tr>
<tr>
<td>MV-VSE† [26]</td>
<td>IJCAI’22</td>
<td></td>
<td>82.1</td>
<td>95.8</td>
<td>97.9</td>
</tr>
<tr>
<td>CHAN [35]</td>
<td>CVPR’23</td>
<td></td>
<td>80.6</td>
<td>96.1</td>
<td>97.8</td>
</tr>
<tr>
<td>HREM† [12]</td>
<td>CVPR’23</td>
<td></td>
<td>84.0</td>
<td>96.1</td>
<td>98.6</td>
</tr>
<tr>
<td>Ours†</td>
<td>CVPR’23</td>
<td></td>
<td>83.7</td>
<td>96.6</td>
<td>98.3</td>
</tr>
<tr>
<td>Ours</td>
<td>CVPR’23</td>
<td></td>
<td>83.4</td>
<td>95.9</td>
<td>98.6</td>
</tr>
</tbody>
</table>

**Faster R-CNN + BERT**
Our method yields competitive results on the MS-COCO dataset. Our performance is competitive in all test schema with previous works, especially on the simple Bi-GRU architecture. Bold and underline highlight the best and second-best performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Venue</th>
<th>MS-COCO 5-fold 1K Test</th>
<th>MS-COCO 5K Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cross-Attention</td>
<td>Image → Text</td>
<td>Text → Image</td>
</tr>
<tr>
<td>Faster R-CNN × Bi-GRU</td>
<td></td>
<td>R@1</td>
<td>R@5</td>
</tr>
<tr>
<td>SCAN* [23]</td>
<td>ICCV'18</td>
<td>✓</td>
<td>72.7</td>
</tr>
<tr>
<td>V ISR3 [24]</td>
<td>ICCV'19</td>
<td>✓</td>
<td>76.2</td>
</tr>
<tr>
<td>SGM [51]</td>
<td>WACV'20</td>
<td>✓</td>
<td>73.4</td>
</tr>
<tr>
<td>CAAN [56]</td>
<td>CVPR'21</td>
<td>✓</td>
<td>75.5</td>
</tr>
<tr>
<td>V SE* [4]</td>
<td>CVPR'21</td>
<td>✓</td>
<td>78.5</td>
</tr>
<tr>
<td>SOAR1* [9]</td>
<td>AAAT'23</td>
<td>✓</td>
<td>79.6</td>
</tr>
<tr>
<td>CODEER* [49]</td>
<td>ECCV'22</td>
<td>✓</td>
<td>78.9</td>
</tr>
<tr>
<td>MV-VSE* [26]</td>
<td>IJCAI'22</td>
<td>✓</td>
<td>78.7</td>
</tr>
<tr>
<td>GraDual1* [30]</td>
<td>WACV'23</td>
<td>✓</td>
<td>77.0</td>
</tr>
<tr>
<td>CHAN* [35]</td>
<td>CVPR'23</td>
<td>✓</td>
<td>79.7</td>
</tr>
<tr>
<td>NAAF* [57]</td>
<td>CVPR'23</td>
<td>✓</td>
<td>80.5</td>
</tr>
<tr>
<td>SDE* [20]</td>
<td>CVPR'23</td>
<td>✓</td>
<td>80.6</td>
</tr>
<tr>
<td>HREM1* [12]</td>
<td>CVPR'23</td>
<td>✓</td>
<td>81.2</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>✓</td>
<td>80.9</td>
</tr>
<tr>
<td>Ours1</td>
<td></td>
<td>✓</td>
<td>81.7</td>
</tr>
</tbody>
</table>

Table 2. Comparisons with scene graph-based approaches. Our method outperforms all scene-graph based methods, which includes SGM [51], GCN+DIST [25], GSMN [28], and GraDual [30]. These methods all employ an additional off-the-shelf visual scene graph generator [56] (except GSMN) to produce a scene graph for an input image, and use cross-attention to exchange information between the textual and the visual graph, but still achieve inferior results to CORA. This further shows that CORA is very effective at encoding scene graphs. These methods all embed a whole scene graph holistically (unlike CORA which separates it into two object-attribute and object-object steps), are trained with a holistic loss to align image and text (unlike CORA that has loss terms to additionally align image and local object entity), and use visual scene graph generator [56] which is susceptible to making wrong predictions and has been reported to misdetect rare object relationships [47].

### 4.3. Ablation Studies

We perform a series of ablation studies to explore the impact of our graph attention network design and how the losses affect the final performance. All experiments in this section use Bi-GRU for the semantic encoder and are performed on the Flickr30K dataset. The results are reported in Tab. 3.

#### Number of layers in GAT

The experiments show that having 1 layer for GAT_{Obj-Att} and 2 layers for GAT_{Obj-Obj} achieves the best accuracy. For the object-attribute graph, 1 layer is sufficient to propagate the attribute information to their corresponding object node. For the object-object relation graph, using only 1 layer is not enough to aggregate information from the whole graph, while increasing to 3 layers starts to give diminishing returns.

#### Graph structure

We study whether our 2-step scene graph encoding step is beneficial to the final performance. We refer to Joint as the model that uses a single GAT on the whole graph at once, FC as the variant that uses fully connected graph instead of the structure parsed from the scene graph parser, and Obj-Att & Obj-Obj as our proposed 2-step scene graph encoding model. Note that having a separate object-attribute encoding step allows our model to produce individual entity embeddings (see Sec. 3.3.1) that are later used in the contrastive loss to align an image with each of its features.
should be lower. Formally, we utilize the following formula

\[ \hat{s}(v_i, t_i) = \beta \cdot s(v_i, t_i) + (1 - \beta) \cdot \min_{k} s(v_i, e_{ik}), \]  

where \( \beta \in [0, 1] \) is a hyperparameter that we select on the validation set. The results on MS-COCO are reported in Tab. 4, where we achieve a slight accuracy improvement with this simple strategy. One potential future direction is to explore a smarter mechanism to combine the image-text and image-object entity embedding alignment score.

### 5. Conclusion

**Limitation.** Despite achieving new SOTA results, CORA still faces some limitations. CORA is strongly dependent on the scene graph quality from the parser. If the parser fails to extract a scene graph from the input text, CORA also fails to encode the text. This happens seldomly in MS-COCO, where there are captions that are just exclamatory sentences uttered by the annotator, e.g., “I am so happy to see this view”. “There are so many things to see here.” On the other hand, text sequence model is still able to capture the nuances of these text descriptions.

In this paper, we propose a dual-encoder model CORA for image-text matching that is based on scene graph. CORA achieves new SOTA results, outperforms all SOTA computational expensive cross-attention methods. We show a promising future direction for image-text matching that, by representing a caption as a scene graph of object and attribute nodes connected by relation edges, we can utilize the strong relational inductive bias of graph neural network to compose objects, relations, and their attributes into a scene graph embedding that is effective for image-text retrieval.
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