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Abstract

Domain adaptation for object detection typically entails
transferring knowledge from one visible domain to another
visible domain. However, there are limited studies on adapt-
ing from the visible to the thermal domain, because the
domain gap between the visible and thermal domains is
much larger than expected, and traditional domain adap-
tation can not successfully facilitate learning in this sit-
uation. To overcome this challenge, we propose a Dis-
tinctive Dual-Domain Teacher (D3T) framework that em-
ploys distinct training paradigms for each domain. Specif-
ically, we segregate the source and target training sets for
building dual-teachers and successively deploy exponential
moving average to the student model to individual teach-
ers of each domain. The framework further incorporates
a zigzag learning method between dual teachers, facilitat-
ing a gradual transition from the visible to thermal domains
during training. We validate the superiority of our method
through newly designed experimental protocols with well-
known thermal datasets, i.e., FLIR and KAIST. Source code
is available at https://github.com/EdwardDo69/D3T.

1. Introduction

Beyond the significant success of the Convolutional Neural
Network (CNN) [17, 24], it has naturally led to recent ad-
vancements in CNN-based object detection [28, 33, 34, 38].
These advances hold promise for wide real-world appli-
cations such as autonomous driving, surveillance, and hu-
man activity recognition. Reflecting on the key contrib-
utors to this success, two crucial factors emerge: the de-
velopment of efficient network architectures [33, 34] and
the availability of a sufficient number of trainable RGB
images [8, 11, 27] with corresponding supervision signals
for supervised learning. It is noteworthy that RGB cam-
eras struggle to provide reliable imaging in scenarios where

Figure 1. (a) Sample images showing the difference between un-
supervised domain adaptation from RGB to RGB domains and
unsupervised domain adaptation from RGB to thermal domains.
(b) Conceptual illustration of the proposed unsupervised domain
adaptation using distinctive dual-domain teachers, demonstrating
the zigzag approach across the large RGB-thermal gap.

visible light sensors prove inadequate, particularly during
nighttime. In sharp contrast, thermal cameras [12] hold
a significant advantage, detecting the heat emitted by ob-
jects and facilitating effective operation in complete dark-
ness, through smoke, and in visually obstructive environ-
ments. This capability makes them indispensable for var-
ious applications, including nighttime surveillance, search
and rescue operations, wildlife monitoring, and all-weather
autonomous driving systems [1, 16, 21, 22, 32].
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As we delve into thermal image-based object detec-
tion [1, 16], a distinct set of challenges emerges. Foremost
among them is the scarcity of annotated thermal datasets
essential for training sophisticated detection models. Con-
trary to the wealth of annotations accessible for RGB object
images [27], thermal datasets are notably limited, posing
a challenge to the advancement of high-performance ther-
mal detection models using the sufficient training images.
The visual features in thermal images diverge significantly
from those in RGB images, giving rise to a domain shift
problem. This discrepancy leads to performance degrada-
tion when models trained on visible datasets are applied
to thermal images. Consequently, addressing these chal-
lenges necessitates the employment of specialized training
and adaptation techniques to construct effective object de-
tection systems capable of harnessing the unique properties
inherent in thermal cameras.

In this paper, we leverage Unsupervised Domain Adap-
tation (UDA) methods [13, 39, 41] to alleviate the domain
shift problems from the source domain (e.g., RGB images)
to the target domain (e.g., thermal images). We have fo-
cused on UDA for object detection [5, 35]. This aims to
minimize the discrepancy between source and target do-
mains and enhance model performance without requiring
labor-intensive labeling of target data. We have focused to
one-stage object detection method, e.g., FCOS [38] in this
paper, because it is generally faster than two-stage object
detection for real-time applications. This is particularly cru-
cial in applications such as autonomous driving, where ac-
quiring labeled thermal images can be both time-consuming
and expensive. While the aforementioned methods primar-
ily utilize conventional UDA methods based on only RGB
images, they fall short in addressing the fundamental chal-
lenge of UDA from RGB to thermal images. As shown in
Fig. 1 (a), it stems from the significant disparity between
the RGB and thermal domains compared to that between
two RGB domains.

To solve this issue, we propose a novel Mean Teacher
(MT) framework using Distinctive Dual-Domain Teacher
(D3T) for domain adaptive object detection between RGB
and thermal domains. Unlike prior MT-based object detec-
tions (e.g., single teacher and single student) [9, 26], we
employ two distinct teacher models, each specializing in ei-
ther RGB or thermal domain. This facilitates more effec-
tive learning of domain-specific information, particularly
in the presence of the substantial discrepancy. This D3T
framework, paired with a zigzag learning method (as shown
in Fig. 1 (b)) between domains, updates selected domain-
specific weights to the single student, enabling a gradual
transition from RGB to thermal domains. By zigzagging
the teacher network selection, we leverage the observation
that, during initial training, the RGB teacher pre-trained
from source labels is more likely to predict relatively accu-

rate pseudo-labels on the target, while the thermal teacher
performs better as training progresses. To achieve this, we
adjust the selection frequency, favoring the RGB teacher
more in the early stages of training and gradually increasing
the emphasis on the thermal teacher as training progresses.
Finally, we verify performances of our method using new
established evaluation protocols with well-known thermal
datasets such as FLIR [44] and KAIST [19].

We summarize our contributions as follows:
• We introduce the D3T framework, leveraging two distinc-

tive domain teachers for effective domain adaptive object
detection between RGB and thermal domains.

• Our zigzag learning method facilitates a gradual shift
from RGB to thermal domains, updating domain-specific
weights dynamically. This optimizes adaptation, leverag-
ing each teacher’s strengths during training.

• We have made our experimental protocols using well-
known thermal datasets: FLIR and KAIST, and prove the
superiority of our method compared with other methods.

2. Related Work
2.1. Thermal Object Detection

Thermal object detection [1] is pivotal for applications in
surveillance, military operations, and autonomous driving.
Recent advancements underscore their adaptability and ef-
ficiency [16, 21, 22, 43]. A notable trend is the fusion of
visible and thermal features, enhancing detection accuracy
by capturing more comprehensive environmental informa-
tion [2, 6, 45, 48]. However, these studies typically assume
the simultaneous capture of visible and thermal images and
they should be aligned well.

2.2. UDA for Object Detection

UDA for object detection is focusing on adapting detec-
tors from a labeled source domain to an unlabeled target
domain. The primary methods in UDA are categorized
into domain alignment and self-training. Domain alignment
techniques including style transfer [4, 20, 23], adversarial
training [5, 18, 35], and graph matching [25, 42, 47] aim
to minimize the domain discrepancy by aligning features or
visual styles between the source and target domains. How-
ever, these methods face challenges in maintaining a bal-
ance between feature transferability and discriminability. In
contrast, self-training methods leverage inherent informa-
tion from the target domain. The UMT [9] generates pseudo
labels using similar images to the source domain, while the
HT [10] emphasizes consistency in classification and local-
ization, using a new sample reweighting scheme. The uni-
fied CMT [3] framework employs self-training with con-
trastive learning in domain-adaptive object detection. This
enhances target domain performance by optimizing object-
level features using pseudo-labels without requiring target
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domain labels. UDA is crucial for enabling object detection
models to perform accurately across diverse environments,
especially where labeling data in the target domain is im-
practical, such as in autonomous driving at night.

2.3. Domain Adaptive Thermal Object Detection

Domain adaptive thermal object detection aims to enhance
object detection in thermal images, especially in suboptimal
lighting conditions. This field addresses the limitations in-
herent in object detectors designed for visible light datasets,
which typically underperform in environments with poor or
variable lighting. Utilizing UDA, these methods leverage
labeled data from the visible spectrum to improve detection
in the thermal spectrum with the limited availability of la-
beled thermal data. Despite its considerable potential for
practical applications, this field currently attracts relatively
modest research investment. Meta-UDA approach [40]
stands out as a significant advancement by leveraging an
algorithm-agnostic meta-learning framework for better do-
main adaptation using labeled data from visible domains.
Nakamura et al. [31] introduces a unique data fusion strat-
egy using CutMix. This approach integrates elements of
target images into source images, coupled with adversarial
learning, resulting in enhanced object detection efficacy.

The previous methods only take advantage of UDA for
RGB images and it is not easy to bridge the large gap be-
tween the RGB and thermal domains. To overcome this,
we propose the D3T framework collaborated with a zigzag
learning method specifically designed from RGB to thermal
domain adaptation, which is highly efficient and easy to im-
plement for domain adaptive object detection.

3. Proposed Method
In the quest for advancing object detection capabilities
across diverse imaging domains, we delve into the Mean
Teacher (MT) framework [37] and extend it with a dual
teacher-based framework.

3.1. MT Framework with A Single Teacher

The MT framework represents a paradigm in domain adap-
tation, particularly within the context of object detection
tasks [9, 10, 26]. This approach learns knowledge from
labeled data in the source domain and adapts it to the un-
labeled target domain. Furthermore, it employs the teacher-
student mutual learning method, as introduced in [29], to
enhance detection accuracy.

Overview: The core idea of the MT framework is a
model architecture consisting of a teacher model and a stu-
dent model, two detectors with identical architectures. The
teacher model, pre-trained on labeled data from the source
domain, generates pseudo-labels for the target domain data,
which lacks labels. The student model is optimized by us-
ing these pseudo-labels, and its weights are updated to the

single teacher model. The teacher model can be regarded as
the ensemble of student models at various time steps, result-
ing in higher accuracy and the production of better quality
pseudo labels.

Training method: The MT framework uses both source
and target domains for training at the same time. The source
domain data is applied with both strong and weak data
augmentation before being directly used for the supervised
training of the student model with ground-truth labels. Tar-
get domain data employs two types of data augmentation:
weak augmentation for the teacher model’s input images to
ensure reliable pseudo-labels, and strong augmentation for
the student model’s input images to enhance the model’s
diversity. This enhances the teacher model since it is up-
dated with the weights from the student model at various
time steps.

The overall loss function for the MT framework is de-
fined as follows:

L = Lsrc + Ltgt, (1)

where Lsrc is the loss in the source domain, including clas-
sification and localization loss, and Ltgt is the loss in the
target domain which is similarly calculated using pseudo-
labels.

Update teacher parameter: The MT framework up-
dates the weights of the teacher model with the weights of
the student model via Exponential Moving Average (EMA).
This gradual updating process results in the teacher model
becoming an ensemble of student models across different
time steps and it is derived by

θT ← αθT + (1− α)θS . (2)

where θT represents the weights of the teacher model, θS

represents the weights of the student model, and α is the
EMA coefficient. For simplicity, we set α as 0.9996 in all
experiments.

3.2. Distinctive Dual-Domain Teacher (D3T)

UDA for object detection typically employs an MT frame-
work with a single teacher model to adapt across RGB im-
age domains, such as from the Cityscapes [7] to the Foggy
Cityscapes dataset [36]. However, the domain gap between
the RGB and thermal domains is significantly larger. There-
fore, using a single teacher model for both domains can lead
to negative effects and diminish the model’s effectiveness.
To address this issue, we introduce a new initiative called
D3T, which is directly inspired by [30] and includes two
individual-teacher models for the RGB domain and the ther-
mal domain, respectively. The two teacher models leverage
the specialized knowledge of their respective domains and
transfer this knowledge to the student model. The overview
of D3T is summarized in Fig. 2.
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Figure 2. Overview of D3T: Our D3T model consists of two stages. Burn-in Stage: We initiate the training of the object detector using
labeled data from the RGB domain. Zigzag Learning Stage: Comprises two distinct and interleaved training components for the Thermal
domain and the RGB domain, respectively. During each step of training, the student model utilizes images from a single domain for
training but leverages knowledge from two teachers for enhanced learning effectiveness. In each step, only one teacher model is updated
corresponding to the trained domain.

Separate teachers: The core idea of our method is to
use two separate teachers, an RGB teacher and a thermal
teacher, to integrate knowledge from their respective do-
mains. Each teacher’s model is updated with the student
model’s weights only when it is trained with the correspond-
ing domain. As a result, that teacher acquires the special-
ized knowledge of that domain without being negatively im-
pacted by other domains. The D3T model is trained using
thermal images and updates the weights for the correspond-
ing thermal teacher. Similar to the right side, our model is
trained with the RGB domain and updates the weights for
the RGB teacher model.

Learning knowledge from Dual-Teachers: During
each training step of the D3T model, images from only one
domain, either RGB or thermal domain, are used. How-
ever, to leverage the combined knowledge of both teachers
and minimize the domain shift between the two domains,
both thermal and RGB teachers are employed to generate
pseudo-labels. The dual teaching method not only utilizes
the knowledge from the two teachers but also increases the
reliability of the pseudo-labels, which leads to more effec-
tive training of the student model. The loss functions are
defined as follows:

Lrgb sup = Lsup(f
S(Irgb),Y), (3)

Lthr =

Lun(f
S(Ithr), fT

thr(Ithr)) + Lun(f
S(Ithr), fT

rgb(Ithr)),
(4)

where, Lthr is the loss for the thermal domain, and Lrgb sup

represents the supervised loss for the RGB domain. Simi-
larly, Ithr and Irgb denote the images from thermal and
RGB domains, respectively. fS corresponds to the student
model, which generates predictions for the input images.

Whereas fT
thr and fT

rgb, representing the teacher models for
the thermal and RGB domains, are responsible for generat-
ing pseudo-labels to train the student model. Y denotes the
ground truth labels for the images in the RGB source do-
main. The losses consist of the unsupervised loss Lun and
the supervised loss Lsup, which are used like [10].

3.3. Zigzag Learning Across RGB-Thermal Do-
mains

In traditional UDA methods for object detection, the source
and target domains were commonly trained simultaneously.
However, due to the substantial domain gap between the
RGB and thermal domains, simultaneously training is inef-
fective. We propose a training approach for domain adapta-
tion from RGB to thermal, which is called zigzag learning.

Distinctive training: The zigzag learning involves sep-
arate and alternate training for the RGB and thermal do-
mains to learn the distinct knowledge of each domain ef-
fectively. Each time we train a specific domain, we update
the weights to the teacher model of the corresponding do-
main using EMA. This domain specific training and weight
updating strategy ensures that the significant domain gap
between the RGB and thermal domains does not result in
negative cross domain influence.

Progressive training transition: The concept of the
zigzag learning method is a progressive training transfer
process that starts with a focus on learning knowledge from
the labeled RGB domain. Next, the training progressively
transitions to the thermal domain by steadily increasing the
training frequency for thermal images and simultaneously
reducing the training frequency for RGB images. This grad-
ual shift facilitates a smooth domain adaptation from the
RGB to the thermal domain, resulting in improved perfor-
mance within the thermal domain. As illustrated in Fig. 1
(b), for example, the unlabeled thermal domain is trained a
single time at first, while the labeled RGB domain is trained
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Algorithm 1 Zigzag learning method

Require:
I: Total number of iterations, α: EMA coefficient, Zthr,
Zrgb: Training iterations of thermal and RGB at each
step, θS ,θTthr,θTrgb: Weights of student, thermal and RGB
teachers, Ithr, Irgb: Input of thermal and RGB images.

Ensure:
switch← Zthr

for iteration i ∈ {0, 1, 2, . . . , I} do
if i < switch then ▷ Update only thermal teacher

Calculate Lthr by Ithr
θS ← Lthr

θTthr ← αθTthr + (1− α)θS

else ▷ Update only RGB teacher
Calculate Lrgb by Irgb
θS ← Lrgb

θTrgb ← αθTrgb + (1− α)θS

end if
if i > 0 and i%(Zthr + Zrgb) == 0 then

switch← switch+ Zthr + Zrgb

end if
end for

three times to focus on acquiring knowledge from the RGB
domain. Subsequently, the frequency of training sessions in
the RGB domain is decreased, while it is increased for the
thermal domain, facilitating domain adaptation from RGB
to thermal between the two domains. The training iterations
for the RGB and thermal domains at each step are defined
as follows:

Zt
thr = Zt−1

thr + β,

Zt
rgb = Zt−1

rgb − β,
(5)

where Zt
thr and Zt

rgb are the number of training iterations for
the thermal domain and RGB domain at tth step, Zt−1

thr and
Zt−1

rgb are the number of training iterations at (t− 1)th step.
β indicates the number of iterations that are adjusted after
each step. This equation guarantees that the sum of Zt

thr and
Zt

rgb remains constant, while the ratio Zt
thr : Z

t
rgb increases

incrementally at each step. We have presented a pseudocode
of the zigzag learning algorithm in Algorithm 1.

3.4. Incorporating Knowledge from Teacher Mod-
els

Our experiments on the effectiveness of domain adaptation
techniques indicate some limitations when training within
the RGB domain using only ground truth labels. In this sec-
tion, we describe the limitations and propose an improved
strategy that integrates pseudo-labels to enhance knowledge
transfer.

Limitations of training with only ground truth labels:
We found that training the student model using only ground
truth labels poses challenges because the complexity of the
ground truth labels makes it difficult for the student model
to learn effectively from strongly augmented input images.
This leads us to our first observation: a combination of
ground truth and pseudo-labels is more effective for knowl-
edge transfer from the teacher model to the student model
than training with only ground truth labels. This combina-
tion makes the process of transferring knowledge from the
teacher model to the student model more effective.

Secondly, we find that training solely with ground truth
labels from the RGB domain does not utilize the knowledge
synthesized by the thermal teacher model, thereby reduc-
ing the effectiveness of domain adaptation from the RGB
to the thermal domain. To address these issues, we strate-
gically integrate pseudo-labels generated by both the RGB
and thermal teacher models, as well as ground truth labels,
into the training for the RGB domain.

Pseudo label integration: However, the direct use of
pseudo-labels leads to poor results. The experiments de-
tailed in Table 6 indicate that using pseudo-labels in the
same manner as ground truth labels (with λ equals 1 ) re-
sults in a substantial decline in model performance. As
in Section 3.3, our method initially focuses on training
with ground truth labels, and then we gradually integrate
the pseudo-labels from both teachers, alongside the ground
truth labels, into the training process. This approach is de-
fined by the following set of equations:

Lrgb unsup =

Lun(f
S(Irgb), fT

rgb(Irgb)) + Lun(f
S(Irgb), fT

thr(Irgb)),
(6)

Lrgb = Lrgb sup + λLrgb unsup. (7)

In this equation, λ is a hyperparameter that controls the
degree to which pseudo-labels are used during training in
the RGB domain. This hyperparameter is employed to bal-
ance the influence of pseudo-labels and ensure that the stu-
dent model benefits from the knowledge provided by the
teacher models without negative effects. The unsupervised
loss Lun is utilized in a similar manner as in Section 3.2.

The total loss for the D3T model is formulated as fol-
lows:

Lall =

{
Lthr training with thermal domain,
Lrgb training with RGB domain.

(8)

4. Experimental Results and Discussions
4.1. Dataset and Evaluation Protocol

We evaluate our proposed method using the following
datasets and new designed domain adaptation evaluation
protocols from RGB to thermal domains;

23317



FLIR [44]: In our research, we chose the updated FLIR
dataset over the older one [15] because it has many labeling
errors. The dataset includes 5,142 precisely aligned pairs
of color and infrared images, with 4,129 used to train our
method and 1,013 used for testing it. These images are from
the view of a car driver and include both daytime and night-
time scenes. We are only looking at objects like “people,”
“cars,” and “bicycle” that have complete labels to make sure
our evaluation is accurate.

KAIST [19]: The renowned KAIST dataset comprises
95,328 pairs of color and thermal images. We employ
an updated version with more precise labeling as provided
by [46]. This version contains 8,892 accurately adjusted
pairs of RGB-Thermal images for training and 2,252 pairs
for evaluation purposes.

RGB→Thermal FLIR evaluation: The FLIR dataset,
known for its precisely aligned image pairs, can cause mod-
els to overfit and may not accurately reflect the true perfor-
mance of domain adaptation algorithms. To address this, we
introduce a disjointed image training approach. We use the
first 2,064 RGB images as the source domain and a separate
set of 2,064 thermal images as the target domain for train-
ing. Note that RGB source and thermal target images are
exclusively selected. This method guarantees that the train-
ing does not use any matching RGB-Thermal image pairs,
preventing overfitting and providing a more reliable assess-
ment of the domain adaptation algorithm’s effectiveness.

RGB→Thermal KAIST evaluation: Like with the
FLIR dataset, we apply a disjointed image training ap-
proach for the KAIST dataset. We select the initial 4,446
RGB images as the source domain and the subsequent 4,446
thermal images as the target domain, ensuring that training
does not involve any matched image pairs. RGB source
and thermal target images are exclusively selected. Further-
more, we have removed any images without labels, result-
ing in a total of 1,216 images to validate the algorithm’s
performances.

4.2. Implemental Details

Following the baseline [10], we deploy the FCOS detec-
tor [38] equipped with a VGG-16 backbone for the FLIR
dataset and a ResNet-50 backbone for the KAIST dataset
in our experiments. Our experiments run on a batch size
of 8 using 4 NVIDIA RTX A5000 GPUs. In accordance
with [10], we initiate the learning rate at 0.005 and not ap-
ply any decay. For data augmentation, we adopt the same
strategy as in [10, 29], resizing the shortest edge of im-
ages to a maximum of 800 pixels. In Section 3.3, for the
FLIR dataset, Z0

thr and Z0
rgb are initialized to 50 and 150,

respectively. They will be adjusted every 10k iterations by
a β value of 50 as specified in the equation (5). For the
KAIST dataset, Z0

thr, Z
0
rgb, and β are initially established at

25, 75, and 25 respectively, and each adjustment step com-

Method Person Bicycles Car mAP
Source only 28.54 28.28 47.22 34.68
DANN [14] 32.02 30.52 48.88 37.14
SWDA [35] 30.91 36.03 47.94 38.29
EPM [18] 40.97 38.95 53.83 44.60
HT [10] 70.87 48.11 78.45 65.81

D3T(Ours) 70.77 57.44 79.68 69.30
Table 1. Adaptation results of FLIR dataset from RGB images
to thermal images with VGG16 backbone. The best accuracy is
indicated in bold, and the second-best accuracy is underlined.

prises 10k iterations.

4.3. Performance Comparison Table

We compare our proposed method with the well-known do-
main adaptation methods.

RGB→Thermal FLIR evaluation: The adaptation re-
sults for RGB to thermal image conversion on the FLIR
dataset, as presented in Table 1, indicate that our D3T
method has achieved remarkable performance, surpassing
other advanced technologies in domain adaptation. Specifi-
cally, the D3T method outperforms the HT [10] algorithm,
which is a significant player in the field utilizing a student-
teacher framework, by 3.49% in mean Average Precision
(mAP). Notably, HT [10] itself had previously set a high
benchmark by outperforming the EPM [18] method, which
does not use the student-teacher approach, by 21.21% in
mAP.

The advancements observed in our study highlight a crit-
ical insight: previous algorithms have not adequately tack-
led the considerable domain gap between RGB and thermal
domains. This gap poses a more formidable challenge than
those encountered in typical adaptation scenarios, such as
transitioning from Cityscapes to Foggy Cityscapes. Our ex-
perimental results unequivocally showcase the efficacy of
the proposed D3T method in effectively addressing this is-
sue, marking a substantial leap forward in domain adapta-
tion.

RGB→Thermal KAIST evaluation: The domain
adaptation results for converting RGB images to thermal
images on the KAIST dataset, as depicted in Table 2,
demonstrate the superior performance of our D3T algo-
rithm. D3T outperforms the HT [10] algorithm, which is
one of the most advanced algorithms in this domain, by a
significant margin of 5.51% in mAP. Furthermore, when
compared to the EPM [18] algorithm, which does not uti-
lize a student-teacher framework, the D3T method shows
an even greater improvement of 9.41% mAP. This impres-
sive advancement illustrates the effectiveness of the D3T al-
gorithm in addressing the challenges of domain adaptation
from RGB to thermal domain.

4.4. Ablation Experiments

We make ablations and detail discussions in this section.
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Method Person
RGB Source only 9.09

DANN [14] 9.17
SWDA [35] 31.30
EPM [18] 39.55
HT [10] 43.45

D3T(Ours) 48.96
Table 2. Adaptation results on KAIST dataset from RGB images
to thermal images with Resnet-50 backbone. The best accuracy is
indicated in bold, and the second-best accuracy is underlined.

Figure 3. Dual-teachers’ pseudo-labels at different training stages.
(a) and (b) are pseudo-labels from the RGB and thermal teacher
models in early training stages, respectively, while (c) and (d) are
pseudo-labels from the same models in later training stages.

Visualization: Fig. 3 illustrates the effectiveness of
our D3T model. At the early training steps, each teacher
holds specific knowledge relevant to their respective do-
main. Therefore, the teachers created different pseudo la-
bels as illustrated in Fig. 3 (a) and (b). In the final train-
ing steps, the two teachers provided pseudo labels of high
quality that were similar. This indicates that our D3T al-
gorithm improves model efficiency and bridges the domain
gap. This corresponds to our concept presented in Fig. 1
(b). We also show object detection results on two datasets,
FLIR and KAIST, in Fig. 4 and Fig. 5 to provide a visual
comparison of the effectiveness of our D3T method.

Ablation study: The ablation study for the D3T model,
as detailed in Table 3, assesses the adaptation from RGB to
thermal images on the FLIR dataset and sheds light on the
contributions of various model components. Starting from
a baseline mAP of 65.81%, the addition of Dual-Teachers
provides a notable improvement, bringing the mAP to
66.93%. Further incorporation of Zigzag-Learn with Dual-
Teachers enhances the mAP marginally to 68.46%, sug-
gesting the effectiveness of alternating training strategies
in domain adaptation. The full model, integrating Dual-
Teachers, Zigzag-Learn, and Incor-Know, achieves the most
significant performance leap, culminating in an mAP of
69.30%. This comprehensive approach highlights the syn-

Dual-Teachers Zigzag-Learn Incor-Know mAP
65.81

✓ 66.93
✓ ✓ 68.46
✓ ✓ ✓ 69.30

Table 3. Ablation studies of D3T on FLIR dataset from RGB im-
ages to thermal images. Dual-Teachers, Zigzag-Learn and Incor-
Know refer to Distinctive Dual-Domain teachers, zigzag learn-
ing Across RGB-Thermal domains and Incorporating Knowledge
from teacher Models.

Oracle Ours
RGB only Thermal only

34.68 65.04 69.30
Table 4. Comparison of our D3T on FLIR dataset from RGB im-
ages to thermal images with the oracle single FCOS models.

Method Fix Fix Fix Zigzag
Iteration 50 100 1,000 Dynamic

mAP 65.57 68.28 65.36 69.30
Table 5. Comparison of zigzag learning across RGB-Thermal do-
mains on FLIR dataset from RGB images to thermal images with
different iteration settings.

ergistic impact of combining domain-specific knowledge
acquisition, specialized training methods, and robust cross-
domain knowledge integration to effectively adapt RGB im-
age detection models for thermal image applications.

Gap between RGB and Thermal: We provide both
qualitative and quantitative evidences to support our mo-
tivation on the large domain gap between RGB and ther-
mal domains. Fig. 6, featuring KAIST thermal images, dis-
tinctly highlights the unique characteristics of different sen-
sors. Table 4 shows a substantial performance gap, with
results showing 34.68% for RGB and 65.04% for thermal
oracles, providing quantitative evidence for our motivation.

Effect of zigzag learning across RGB-thermal gap:
Table 5 presents the outcomes of employing zigzag learn-
ing across RGB-Thermal domains on the FLIR dataset for
adapting from RGB to thermal images, utilizing dynamic
iteration settings. The ‘Fix’ setting refers to a consistent
training regime where each domain is trained for an equal
number of iterations, e.g., 100. In contrast, the ‘zigzag’
setting, as detailed in Section 3.3, begins with a focus on
the RGB domain before progressively shifting emphasis
towards the thermal domain. Note that the frequency of
teacher selection is dynamically changed as learning ad-
vances. The results indicate that the ‘zigzag’ approach
yields a superior mAP by 1.02%, demonstrating its effec-
tiveness over the ‘Fix’ setting method.

Effect of incorporating knowledge from teacher mod-
els: Table 6 illustrates the impact of employing pseudo
labels to enhance learning capabilities and bridge the do-
main gap between RGB and thermal domains on the FLIR
dataset. The table compares the performance of models
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(a) Source only (b) EPM [18] (c) D3T (Ours) (d) Ground truth
Figure 4. Visualization of UDA results for object detection models: Source only, EPM [18], our D3T, and ground truth labels in the FLIR
dataset RGB → thermal domain. The green and red boxes represent the classes of person and car.

(a) Source only (b) EPM [18] (c) D3T (Ours) (d) Ground truth
Figure 5. Visualization of UDA results for object detection models: Source only, EPM [18], our D3T, and ground truth labels in the KAIST
dataset RGB → thermal domain. The green boxes represent the classes of person.

Figure 6. KAIST RGB and thermal images illustrating disparities
between the two domains. Evaluation is conducted without the use
of this paired information.

Method Fixed Fixed Fixed Dynamic
λ 0 1 0.1 0→1

mAP 68.46 55.12 68.57 69.30
Table 6. Comparison of incorporating knowledge from teacher
models on FLIR dataset from RGB images to thermal images with
different λ values.

trained without pseudo labels, with a fixed λ hyperparam-
eter and with a dynamically λ hyperparameter for equa-
tion (7). The results reveal that not using pseudo labels re-
sults in an mAP of 68.46%, whereas using pseudo labels
that closely resemble real labels with a λ of 1 leads to a
notable decrease in performance, dropping it to 55.12%. A
fixed λ of 0.1 improves the mAP to 68.57%, and a dynami-
cally changing λ of 0→1 achieves the best mAP at 69.30%.
This suggests that dynamically adjusting the level of pseudo
labels usage during training is an effective strategy to alle-
viate RGB-Thermal gap, as teachers adapt to the target do-
main in the later stages of training, instilling trust in their
accuracy.

5. Conclusion

Our research has effectively navigated the challenges of
domain adaptation for object detection from RGB to the
thermal domain, a task typically constrained by a lack of
extensive thermal datasets and significant domain dispar-
ities stemming from RGB data. We have put forth the
D3T framework, a novel approach that leverages a dual-
teacher model coupled with a zigzag learning regimen,
meticulously tailored for adapting from RGB to thermal
image. This method markedly enhances model perfor-
mance, enabling smooth transitions and a focused applica-
tion of domain-specific knowledge. The results highlight
the efficacy of our approach. Our method establishes a
solid foundation for subsequent innovations in UDA and
sets a groundbreaking benchmark for thermal object detec-
tion, bolstering applications dependent on trustworthy vi-
sion systems across diverse conditions.
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