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Figure 1. Federated adaptation in challenging environments. When facing a domain very different from those observed during training
– e.g., nighttime images (a) – stereo models [55] suffer drops in accuracy (b). By enabling online adaptation [41] (c) the network can
improve its predictions, at the expense of decimating the framerate. In our federated framework, the model can demand the adaptation
process to the cloud, to enjoy its benefits while maintaining the original processing speed (d).

Abstract

We introduce a novel approach for adapting deep stereo
networks in a collaborative manner. By building over prin-
ciples of federated learning, we develop a distributed frame-
work allowing for demanding the optimization process to a
number of clients deployed in different environments. This
makes it possible, for a deep stereo network running on
resourced-constrained devices, to capitalize on the adap-
tation process carried out by other instances of the same
architecture, and thus improve its accuracy in challenging
environments even when it cannot carry out adaptation on
its own. Experimental results show how federated adap-
tation performs equivalently to on-device adaptation, and
even better when dealing with challenging environments.

1. Introduction
Depth sensing plays a key role in several applications in
the fields of computer vision, robotics, and more. The use
of stereo images [34] for this purpose has been one of the
most studied topics for decades, consisting of matching pix-
els across two rectified images. This allows for estimating
horizontal disparity between corresponding pixels and, con-
sequently, their depth through triangulation. This process
has been carried out through image processing algorithms
[43] until nearly one decade ago, when deep learning started
replacing hand-crafted solutions with neural networks [59].
The increasing growth of computational power in the hand
of developers, together with the more and more annotated
data becoming available, has rapidly established end-to-end

deep networks [42] as the standard frameworks to deal with
the problem [38, 44, 45].

In order to provide sufficient data for training deep stereo
networks at their best, the use of synthetic datasets [35] has
become a standard practice in the field. This, to some ex-
tent, also revealed one of the main limitations these mod-
els suffered from at first, which was the scarce capability
to generalize to image domains very different from those
observed at training time – a matter of concern common
to other tasks involving deep networks, such as semantic
segmentation [20]. First attempts to solve this shortcoming
involved unsupervised adaptation techniques, either to be
carried out offline [53, 56] or directly during deployment in
real-time [41, 54, 55], with some computational overhead.

More recently, the community focused on dealing with
the problem at its source – i.e., during the training process
itself, by designing specific strategies to drive the deep net-
work learning domain-invariant features [5, 11, 31, 69, 70]
while, eventually, the most modern stereo networks [24, 30,
63, 65] can generalize much better than their predecessors.
Despite these advancements, in the presence of very chal-
lenging conditions never observed during training, such as
low illumination, sensor noise occurring at night, or the re-
flections appearing on rainy roads, we argue generalization
capability alone might be insufficient. In such cases, on-
line adaptation could still play a role, although at the cost
of dropping the framerate at which the deep network oper-
ates. This price to pay might be reduced by means of spe-
cific adaptation strategies [41, 55] and allow for maintain-
ing real-time processing when high-end GPUs are available,
yet might still be prohibitive when this is not the case – e.g.,
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when running on a UAV or a low-powered vehicle not able
to support power-hungry hardware.

In a nutshell, marrying good practices to achieve gener-
alization with online adaptation is essential for facing the
real world, but still not sufficient when computational re-
sources cannot support additional overhead at deployment
time. In this context, the adaptation process has always
been approached as a single-instance task, in which a sin-
gle stereo network is deployed in an unseen environment
and is gradually optimized over it. This setting ignores the
existence of other instances of the model operating in dif-
ferent environments, potentially adapting independently to
the specific domain they face. In a world where cameras
and sensors are increasingly widespread, and fleets of au-
tonomous vehicles are on the horizon, we argue adaptation
itself can be formulated as a distributed task. In this sce-
nario, an agent lacking sufficient computational capacity
can demand the adaptation process to a network of peers
equipped with more powerful hardware and thus capable of
sustaining the adaptation process.

In this paper, we introduce a novel framework imple-
menting federated online adaptation for deep stereo net-
works, by building on principles of federated learning [36].
Since communication between nodes is strictly necessary
to carry out adaptation in a distributed manner, a connec-
tion overhead is introduced to transfer data, proportional
to the quantity of data itself. To minimize this overhead,
we design an algorithm specifically tailored to reduce the
data quantity exchanged between agents at the most, while
maintaining the effectiveness of the overall adaptation pro-
cess nearly unaltered. This is done by revising the MAD
algorithm [55] to the federated setting and thus developing
FedMAD. Our federated framework is extensively evalu-
ated on several stereo datasets, such as KITTI [16], Driving-
Stereo [67], and DSEC [14], proving that federated adapta-
tion can provide an equivalent or, in the most challenging
scenarios, even greater accuracy improvement compared to
single-device adaptation, as spotlighted in Fig. 1. To the
best of our knowledge, our work represents the first attempt
to deal with real-time adaptation through a federated ap-
proach, in particular in the field of self-adapting stereo net-
works [41, 54, 55]. Our main claims can be resumed as:

• We revise real-time adaptation frameworks [41, 55] to in-
troduce recent advances in deep stereo concerning gener-
alization and architectural design, realizing a new base-
line that largely improves over prior works.

• We introduce a novel framework casting online adapta-
tion as a federated process, allowing to free the single
device from the computational overhead that is instead
distributed among a number of peer devices.

• Since distributed adaptation introduces data traffic be-
tween nodes over the web, we propose FedMAD, an al-
gorithm built upon our new baseline to reduce the amount

of data exchanged between nodes with negligible impact
on adaptation effectiveness.

• We evaluate our framework paired with multiple real-time
stereo networks on a variety of datasets, supporting that
federated adaptation performs comparably to single-node
adaptation, and even better in challenging domains.

2. Related Work

We briefly review the literature relevant to our work.
Deep Stereo Matching. The stereo matching litera-

ture counts several hand-crafted algorithms [43] through
the years, usually divided into local and global methods ac-
cording to their structure and their speed/accuracy trade-off.
In the last decade, deep learning has brought a paradigm
shift into stereo matching, achieving more and more accu-
rate results on standard benchmarks [42]. While the first
steps in this field aimed at replacing individual modules
of the conventional pipeline [43] with compact networks
[32, 46, 47, 59], with DispNet [35] the end-to-end archi-
tectures rapidly conquered the main stage [6, 9, 22, 29, 48,
55, 57, 66, 68]. Most of the models can be broadly classi-
fied into 2D [29, 35, 55, 64] and 3D [6, 9, 22, 48, 57, 66, 68]
architectures, with some exploiting transformers [19, 28].

In the last years, several works focused on improving
the capability of stereo networks to generalize across dif-
ferent domains, for instance by reducing the gap between
training on synthetic and testing on real images. The main
approaches involved the use of hand-crafted matching func-
tions or algorithms [2, 5], techniques to learn for more ro-
bust features [11, 28, 31, 69], or the generation of photore-
alistic data for training [58, 62]. Eventually, the most recent
stereo architectures [24, 30, 63, 65] proved to be capable
of strong generalization from synthetic to real images even
without making use of any of the aforementioned strategies.

Self-supervised Stereo. To overcome the need for an-
notated data, self-supervised techniques have been devel-
oped to directly train stereo networks on unlabelled image
pairs. The minimization of the photometric error [18] be-
tween the left and right images, with the latter being warped
according to estimated disparity, is at the core of most ap-
proaches trained on unconstrained stereo pairs [74, 75] or
videos [10, 23, 61]. An alternative strategy consists of ob-
taining pseudo-labels from either hand-crafted algorithms
[53, 56] or other depth estimation networks [1, 49].

Real-time Adaptation for Stereo. Although synthetic
datasets provide countless annotated data, the poor gen-
eralization capabilities of the stereo models developed at
first led to the development of adaptation techniques to
overcome the synthetic to real domain shift directly dur-
ing deployment. As this demands the model to adapt in the
absence of ground truth, photometric losses [54, 55] and
pseudo labels [41, 60] have been employed.
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Figure 2. Overview of our federated adaptation framework. On the one hand, active nodes run online adaptation (blue and yellow) and
periodically send their updated weights to a central server. On the other, a listening client (green) can benefit from the adaptation process
carried out by the active nodes, by receiving aggregated weights updates from the server.

Federated Learning. This learning paradigm aims at
training models from distributed data sources. A large
body of literature has emerged in the last five years [26],
mostly focusing on classification tasks. The pivotal feder-
ated learning algorithm is FedAvg [36]: a set of clients first
train their local model using private data and then upload
the weights to a server, where they are averaged to form a
global model. Several methods [21, 25, 27, 37, 50, 51, 71]
tried to regularize the local training phase in FedAvg [36],
with FedProx [27] and SCAFFOLD [21] restricting the lo-
cal update to be consistent globally, and MOON [25] ap-
plying a contrastive objective to regularize the optimiza-
tion of local models to not deviate significantly from the
global model. In contrast, personalized federated learning
[7, 12, 13, 33, 50] aims at training custom models for each
client to better fit local data. Finally, [8] shows the im-
portance of exploiting pre-training when possible, as we do
since we aim at deploying a distributed adaptation process.

3. Federated Adaptation for Deep Stereo
In this section, we introduce the basic principles over which
our federated adaptation framework is developed.

3.1. Background: Online Adaptation for Stereo

Despite the recent advances in domain generalization [24,
30, 63, 65], a pre-trained stereo backbone might face drops
in accuracy when deployed in challenging environments.
As such, adapting the model online [41, 55] can be a solu-
tion for dealing with these occurrences. For any incoming
stereo pair bt, the network predicts a disparity map (or mul-
tiple, depending on the design) according to current weights
wt. Subsequently, it updates them by minimizing a loss
function, typically the sum of multiple terms ℓi:

wt+1 ← wt − η▽
∑
i

ℓi(wt, bt) (1)

This step updates the whole set of parameters, thus car-
rying out full adaptation of the model (FULL) with non-
negligible overhead – and consequent drop in framerate.

To mitigate this side effect, Tonioni et al. [55] introduced
Modular Adaptation (MAD) along with a dedicated back-

bone (MADNet), made of 5 encoder-decoder blocks pre-
dicting disparity maps at different scales. For any adapta-
tion step t, a block i is sampled according to a probability
distribution, then only the corresponding output is used to
compute the loss and optimize the subset of weights wt[i]:

i = sample(softmax(H))

wt+1[i]← wt[i]− η▽ℓi(wt, bt)[i]
(2)

This significantly reduces the computational overhead re-
quired for adaptation. Consequently, MADNet coupled
with MAD operates at double the speed compared to FULL,
despite resulting in a moderate drop in accuracy.

Both strategies can be deployed using photometric losses
[55] (FULL/MAD) or by leveraging proxy labels [41] when
available (FULL++/MAD++).

3.2. Federated Adaptation Framework

The FULL and MAD algorithms are defined on a single-
instance perspective – i.e., a single stereo backbone is
deployed and adapted during navigation. However, this
paradigm alone might not be sufficient to overcome chal-
lenging domain changes or might be unusable if not sup-
ported by powerful enough hardware (e.g., when the stereo
models run on embedded devices, barely granting real-time
processing even in the absence of any adaptation process).

Purposely, we design a federated framework in which
we define a set of active nodes A, capable of adapting in-
dependently, and other listening clients C which demand
the adaptation process to the former, as sketched in Figure
2. The two categories are managed by a central server, in
charge of receiving updated weights and distributing them
to the listening nodes. Algo. 1 defines the operations carried
out by the server and the active clients. The server runs a
loop (lines 4-14) during which it waits for updated weights
transmitted by the active clients (lines 5-7). Once it has re-
ceived the updates from each active client, the server aggre-
gates such updates by computing the average of the weights
as in FedAvg [36] and dispatches the updated model to
clients C (lines 8-11). Clients A send their updates periodi-
cally after they perform T steps of adaptation (lines 15-19).
We dub this framework FedFULL.
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Algorithm 1 Federated Adaptation framework.
Server executes:

1: set t = 0, load pre-trained wt = w0

2: register adapting clients A, listening clients C
3: initialize buffers W = [ ][ ], H = [ ][ ]
4: while True do
5: for each client k ∈ A in parallel do
6: W [k]← ClientUpdate(k,wk

t , T )
7: end for
8: for each block i in wt do
9: wt+1[i]← 1

||A||
∑

k∈A W [k][i]

10: send wt+1 to C
11: end for
12: flush buffer W = [ ]
13: t← t+ 1
14: end while

ClientUpdateFULL(k,wk, T ): // extends ClientUpdate
15: for each step τ from 0 to T do
16: sample batch bτ
17: update weights wk ← w − η▽

∑
i ℓi(w

k, bτ )
18: end for
19: return wk to server

This way, C receive updates to their weights and improve
their accuracy, without actively running any GPU-intensive
extra computation. However, significant data traffic be-
tween A, the server, and C is introduced, proportional to the
number of parameters in the stereo network, the number of
clients, and the updates interval T . Purposely, we propose a
variant of the aforementioned federated framework inspired
by MAD [55], by changing the updating procedure carried
out by nodes A as outlined in Algo. 2. At each adaptation
step, the client keeps track of the blocks it updates (lines
4-6) which could be some or all of them. Then, it samples
a single block according to a probability distribution of the
most updated blocks (line 8), sends it solely to the server,
and decays its number of updates (line 9). On the server
side, averaging is performed only for the subset of blocks
received. We refer to this variant as FedMAD; we will show
how it can reduce data traffic significantly, with a marginal
drop in the accuracy of clients C.

3.3. Proposed Backbone: MADNet 2

With our federated framework being defined, we now select
the stereo backbone to be coupled with it. MADNet [41, 55]
would be a natural choice, since already designed to exploit
modular adaptation and thus ready for both FedFULL and
FedMAD variants. However, its accuracy, according to [41,
55], falls far behind the one achieved by modern state-of-
the-art architectures [24, 30, 63, 65] and, despite the much
higher efficiency, even while adapting, it cannot match their
results.

Algorithm 2 Modular Adaptation update.
ClientUpdateMAD(k,wk, T,H): //extends ClientUpdate

1: for each step τ from 0 to T do
2: sample batch bτ
3: update weights wk ← w − η▽

∑
i ℓi(w

k, bτ )
4: for each block i in H do
5: H[k][i] += 1 if i was updated
6: end for
7: end for
8: j ← sample(softmax(H[k]))
9: H[k][j] = 0.9 ·H[k][j]

10: return j, wk[j] to server

Purposely, we revise the MADNet design and develop a
new baseline for real-time self-adaptive deep stereo, which
we dub MADNet 2. We argue that one of the weaknesses in
its original architecture lies within the module responsible
for building the cost volume at multiple scales. Specifically,
it computes correlation scores between features along the
epipolar line according to a radius r, defined as a hyper-
parameter (the larger the radius, the higher the chance to hit
the corresponding pixels) and collects them into coarse-to-
fine volumes, processed by decoders to estimate disparity
maps at different scales. For the sake of efficiency, small
values of r are used – such as 2 as in the original MADNet –
thus constraining the search range and, potentially, reducing
accuracy for disparities falling out of it, despite the use of
features warping at each scale.

We replace this module with the all-pairs correlation vol-
ume proposed by RAFT-Stereo [30], thus extending the
search range to the entire epipolar line at any scale. Then, a
pyramid of correlation scores is sampled and forwarded to
the decoders: this ensures obtaining a fixed amount of chan-
nels as input to the decoder, independently of the image
resolution. Differently from RAFT-Stereo, which builds a
single volume at quarter resolution and iterates an arbitrary
amount of times to estimate disparity, we build multiple vol-
umes at lower scales (from 1

64 up to 1
4 as in the original

MADNet) and estimate a fixed number of disparity maps.
This, together with the very compact design of the entire
architecture, trades the high accuracy achieved by RAFT-
Stereo with a significantly lower running time (about 60×
lower). Finally, in our revised design we remove the context
network [55] to further prioritize efficiency.

4. Experimental Results
In this section, we evaluate the impact of our framework.

4.1. Experimental Settings

Implementation Details. We implement our framework
in PyTorch. We use models provided by the authors when
available, or retrain them following the recommended set-
tings – e.g., we retrain those showing bad generalization
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City Residential Campus(×2) Road All Runtime

Model Adapt. mode D1-all EPE D1-all EPE D1-all EPE D1-all EPE D1-all EPE 3090 AGX
(%) (px) (%) (px) (%) (px) (%) (px) (%) (px) (ms) (ms)

RAFT-Stereo [30]

No adapt.

1.55 0.89 1.77 0.82 2.53 0.89 1.77 0.85 1.75 0.84 333

> 2000
CREStereo [24] 1.87 0.99 1.71 0.89 3.21 1.07 2.00 0.89 1.82 0.91 470
IGEV-Stereo [63] 2.26 1.00 2.56 0.94 3.01 0.99 2.52 0.96 2.51 0.96 493
UniMatch [65] 2.66 1.13 3.20 1.10 3.10 1.13 2.26 1.08 2.97 1.10 110
MADNet [55] No adapt. 37.42 9.96 37.04 11.34 51.98 11.94 47.45 15.71 38.84 11.68 7 64
MADNet 2 (ours) 4.04 1.10 4.05 1.03 6.07 1.29 4.01 1.08 4.21 1.09 5 47

(a) No adaptation – pre-trained on [35]

MADNet [55] FULL 3.35 1.11 2.38 0.94 10.62 1.78 2.72 1.04 2.43 0.95 38 630
MAD 7.51 1.63 4.37 1.32 22.27 3.66 9.38 2.04 4.09 1.19 15 121

MADNet 2 FULL 1.32 0.87 1.20 0.80 3.45 1.21 1.09 0.81 1.25 0.83 33 526
MAD 1.40 0.88 1.20 0.81 3.84 1.15 1.11 0.80 1.26 0.84 11 80

(b) Adaptation – photometric loss [55]

MADNet [41] FULL++ 3.51 1.12 2.27 0.94 9.69 1.63 3.18 1.05 2.28 0.95 21 553
MAD++ 4.12 1.18 3.31 1.04 11.24 1.76 5.32 1.22 2.46 0.98 12 97

MADNet 2 FULL++ 1.23 0.90 1.05 0.80 2.39 0.92 1.02 0.83 1.06 0.82 18 464
MAD++ 1.39 0.93 1.16 0.83 2.88 1.00 1.14 0.85 1.16 0.84 8 70

(c) Adaptation – proxy labels [41]

Table 1. Online adaptation within a single domain. Results on the City, Residential, Campus, and Road sequences from KITTI [17].

performance, using the augmentation strategy suggested in
[58]. Federated runs are carried out on a server featuring
4× 3090 GPUs and AMD EPYC 7452 32-Core CPU. Each
client runs independently on a single GPU, on a dedicated
thread started through the Python threading module to en-
able concurrency. Unless otherwise specified, the listening
client is supported by three clients running full adaptation,
with update rate T = 10. To reduce the randomness due to
allocation and run of any thread, the listening client starts
only after other clients have started and transmitted their
first update to the server. Then, they loop through their se-
quence until the listening client has fully processed its own.
Regarding adaptation, we use FULL and MAD strategies
from [55], whereas, for the former, we compute losses for
any predicted disparity rather than for the latest only [55].

Evaluation Protocol. We follow [41, 55] to evaluate
any model: we process the stereo pairs in a sequential or-
der, mimicking an online acquisition scenario. We measure
the D1-all error rate as the percentage of pixels having ab-
solute disparity error larger than 3 and relative error larger
than 5%, as well as the End-Point-Error (EPE). In the case
of an adaptation, the error is computed before weights are
updated. When performing federated adaptation, the active
clients run on sequences from different domains to avoid
any data leak and favor the passive client. We also re-
port model speed by measuring the CUDA total execution
time with PyTorch profiling tools – i.e., not considering in-
put/output overheads – both when running on nVidia RTX
3090 (350W consumption) or on a Jetson AGX Xavier em-
bedded board (set in MAXN mode and consuming 30W),
averaged over 100 runs after a bootstrap of 100 inferences.
In most tables, we highlight the best and second best
results among macro-categories.

4.2. Datasets

FlyingThings3D. A collection of synthetic images, com-
prising approximately 22k training stereo pairs with dense
ground truth labels, part of the SceneFlow synthetic dataset
[35]. Following [52], this dataset has been used to pre-train

our model and other real-time networks.
KITTI [17]. A large dataset featuring 61 stereo se-

quences, for a total of about 43k pairs with 375 × 1242
average resolution. Following [41, 55], we test on Road,
Residential, Campus and City domains obtained by con-
catenating all the sequences according to their classification
on the official website, using filtered LiDAR measurements
[15] converted to disparities as ground-truths.

DrivingStereo [67]. This dataset collects about 170k
stereo images grouped in 38 sequences with an average res-
olution of 400 × 880 pixels. As defined in [41], we se-
lect the same Rainy, Dusky, and Cloudy sequences for eval-
uation. For federated experiments, we sample additional
sequences according to their classification in [67], respec-
tively tagged as Foggy (2018-10-17-14-35, 2018-10-22-10-
44 and 2018-10-25-07-37, since no other rain sequences are
present on the dataset), Dusky (2018-10-16-07-40, 2018-10-
16-11-13 and 2018-10-16-11-43) and Cloudy (2018-10-17-
14-35, 2018-10-17-15-38 and 2018-10-18-10-39).

DSEC [14]. A dataset collected by means of stereo
RGB and event cameras, providing 53 sequences for a to-
tal of about 50k stereo pairs at 1080 × 1440 resolution, for
half of which ground-truth disparity is provided. From this
dataset, we select four sequences to test online adaptation
on nighttime images: zurich city 03 a, zurich city 09 a,
zurich city 10 a and zurich city 10 b, respectively tagged
as Night#1, Night#2, Night#3 and Night#4. In fed-
erated experimets, we use sequences zurich city 09 b,
zurich city 09 c, zurich city 09 d and zurich city 09 e for
adapting active clients.

4.3. Evaluation on KITTI

Single-agent Adaptation. Tab. 1 collects the results
achieved by several pre-trained stereo models on the sin-
gle domains of KITTI. On top (a), we report state-of-the-art
models [24, 30, 63, 65] characterized by outstanding gener-
alization performance on this dataset, yet far from running
in real-time – or even far from achieving 1 FPS on AGX –
followed by MADNet and MADNet 2. The latter, although
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City Residential Campus(×2) Road Data Traffic Runtime

Model Fed. mode D1-all EPE D1-all EPE D1-all EPE D1-all EPE To Server To Client 3090 AGX
(%) (px) (%) (px) (%) (px) (%) (px) (MB/s) (MB/s) (ms) (ms)

MADNet 2

FedFULL 1.42 0.89 1.22 0.80 3.93 1.14 1.12 0.80 20.2 6.6

5 47
FedMAD 1.48 0.90 1.29 0.81 4.05 1.17 1.16 0.82 4.3 3.6
FedDEC 1.43 0.90 1.24 0.82 3.92 1.12 1.14 0.81 14.3 4.7
FedLAST 2.72 1.07 2.90 1.02 4.53 1.21 2.23 0.97 2.4 0.8
FedENC 3.44 1.05 3.40 0.98 5.56 1.23 3.43 1.03 6.8 2.3

(a) Federated Adaptation – photometric loss [55]

MADNet 2

FedFULL++ 1.38 0.94 1.12 0.81 3.45 1.10 1.11 0.85 28.4 9.4

5 47
FedMAD++ 1.46 0.95 1.20 0.83 3.55 1.11 1.19 0.87 6.4 5.2
FedDEC++ 1.54 0.98 1.35 0.86 3.74 1.11 1.22 0.90 20.1 6.7
FedLAST++ 3.09 1.16 3.07 1.05 4.80 1.24 2.54 1.06 3.7 1.2
FedENC++ 3.34 1.04 3.16 0.95 5.54 1.22 3.29 1.02 10.0 3.3

(b) Federated Adaptation – proxy labels [41]

Table 2. Federated adaptation with MADNet 2. Results on the City, Residential, Campus, and Road sequences from KITTI [17].

Figure 3. Ablation study – impact of the update frequency (top) and number of agents (bottom) on accuracy. We report D1-all (%)
on the KITTI dataset for FedFULL (blue) and FedMAD (green).

generalizing largely better than the former, cannot reach the
previous models yet, despite being unquestionably more ef-
ficient. Then, we report in (b) and (c) the results achieved
by enabling adaptation using photometric loss [55] or proxy
labels [41], either with FULL or MAD strategies [55]. In
the latter case, we can observe slightly lower processing
time, probably caused by the different effort required to
compute the loss on sparse labels rather than reprojecting
images and measuring photometric dissimilarity densely.
Notably, MADNet falls short of achieving the accuracy of
state-of-the-art models [24, 30, 63, 65] trained on synthetic
data solely, even when adapting. Conversely, MADNet 2
largely benefits from its improved generalization. By en-
abling adaptation, it bridges the gap with state-of-the-art
networks, even outperforming them when proxy labels are
available [41], and still running in real-time on high-end
hardware – while on lower-powered platforms it reaches
nearly 15 FPS in its most efficient setup, i.e. MAD++, if
dedicated hardware is available to get proxy labels [41].

Federated Adaptation. We now measure the boost
in accuracy MADNet 2 gains when exploiting distributed
adaptation. Tab. 2 reports the outcome of this experiment:
for a client running on a domain, three remote clients adapt
on 5 random sequences sampled from the other domains ac-
cording to FULL (a) or FULL++ (b) algorithms. With refer-
ence to Tab. 1, we can notice how FedFULL/FedFULL++
consistently outperforms MAD/MAD++ (except on Cam-
pus), while not adding any computational overhead, thanks
to the efforts by the distributed clients, yet at the cost of in-
troducing some data traffic between nodes. This latter can
be reduced by FedMAD – or some alternative strategies,
consisting of averaging only the weights of the decoders

Figure 4. Ablation study – impact of the update frequency (top)
and number of clients (bottom) on traffic. We report MB/s
(top) and MB/updates (bottom) exchanged on the KITTI dataset
for FedFULL (blue) and FedMAD (green).

(FedDEC), the last decoder (FedLAST), or the encoders
[12] (FedENC) – while dampening the effect of adaptation.
Only the former two nearly preserve the accuracy yielded
by FedFULL, with FedMAD reducing the data traffic much
more than FedDEC while also retaining the highest accu-
racy when the adapting clients mounting dedicated hard-
ware to compute proxy labels. In this latter case, the listen-
ing client benefits from the boost given by labels yet without
having any hardware dedicated to their computation.

Ablation Studies. The effectiveness of federated adap-
tation scales mainly with two hyper-parameters: i) the fre-
quency at which each client pushes its updated model to the
server, and ii) the number of remote clients actively con-
tributing to adaptation. Both dictate the speed at which a
passive agent will benefit from adaptation, as well as the
volume of data being transferred to the cloud.

Fig. 3 examines the impact of both factors on accuracy
with FedFULL and FedMAD. On top, we can observe how
sending updates to the server once every 100 adaptation
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City Residential Campus(×2) Road Data Traffic Runtime

Model Adapt. mode D1-all EPE D1-all EPE D1-all EPE D1-all EPE To Server To Client 3090 AGX
(%) (px) (%) (px) (%) (px) (%) (px) (MB/s) (MB/s) (ms) (ms)

CoEX [3]
No Adapt. 2.57 1.04 2.51 0.96 3.97 1.25 2.98 1.02 - - 19 177
FULL 0.93 0.81 0.79 0.72 2.11 0.90 0.85 0.77 - - 80 1403
FedFULL 1.13 0.84 0.90 0.74 2.55 0.99 1.12 0.80 8.2 2.2 19 177

HITNet [52]
No Adapt. 1.99 1.00 2.15 0.93 3.11 1.06 2.07 0.95 - - 36 404
FULL 0.92 0.81 0.93 0.74 2.15 0.88 0.83 0.76 - - 110 1653
FedFULL 0.94 0.82 0.94 0.74 2.03 0.82 0.90 0.79 2.2 0.6 36 404

TemporalStereo [72]
No Adapt. 4.33 1.26 3.47 1.10 3.80 1.19 4.67 1.21 - - 42 ✗
FULL 1.06 0.82 0.99 0.76 2.90 1.03 0.87 0.75 - - 162 ✗
FedFULL 1.25 0.86 1.04 0.78 2.24 0.91 1.15 0.82 31.2 8.9 42 ✗

Table 3. Online adaptation by fast networks (TemporalStereo [72], HITNet [52], CoEX [3]) within a single domain – single agent
vs federated adaptation. Results on the City, Residential, Campus, and Road sequences from KITTI [17].

Rainy Dusky Cloudy Data Traffic Runtime

Model Adapt. mode D1-all EPE D1-all EPE D1-all EPE To Server To Client 3090 AGX
(%) (px) (%) (px) (%) (px) (MB/s) (MB/s) (ms) (ms)

RAFT-Stereo [30]

No Adapt.

11.52 1.59 3.08 0.88 4.18 1.02 - - 264

> 1000
CREStereo [24] 17.43 3.61 7.08 1.23 4.08 1.07 - - 415
IGEV-Stereo [63] 11.70 1.85 3.57 0.95 5.27 1.26 - - 389
UniMatch [65] 14.84 2.69 7.51 1.27 5.78 1.25 - - 85
CoEX [3]

No Adapt.
13.48 2.53 11.00 1.58 4.46 1.16 - - 16 130

HITNet [52] 14.08 2.74 8.88 1.37 4.17 1.14 - - 29 311
TemporalStereo [72] 18.53 3.94 13.61 1.80 6.02 1.31 - - 33 ✗

MADNet [55] No Adapt. 27.14 3.90 24.73 2.45 11.00 1.77 - - 6 64
MADNet 2 (ours) 16.47 3.03 13.16 1.66 6.72 1.35 - - 4 43

(a) No Adaptation – pre-trained on [35]

MADNet 2 FULL 10.19 1.70 11.36 1.54 5.76 1.27 - - 30 492
MAD 11.12 1.78 13.36 1.61 5.93 1.26 - - 12 65

MADNet 2 FedFULL 11.57 2.00 10.65 1.44 5.45 1.20 20.6 6.8 4 43
FedMAD 11.71 2.10 10.12 1.41 5.60 1.21 4.6 3.6 4 43

(b) Single-agent vs Federated Adaptation – photometric loss [55]

MADNet 2 FULL++ 10.34 2.27 4.41 1.04 5.20 1.63 - - 20 470
MAD++ 10.06 2.01 5.25 1.09 4.34 1.09 - - 8 48

MADNet 2 FedFULL++ 8.33 1.73 4.13 1.00 4.55 1.13 28.8 9.6 4 43
FedMAD++ 8.58 1.74 4.40 1.01 4.65 1.16 6.5 4.5 4 43

(c) Single-agent vs Federated Adaptation – proxy labels [41]

Table 4. Online adaptation on DrivingStereo [67]. Results on the Rainy, Dusky and Cloudy sequences as selected in [41].

steps yields noticeable improvements in most cases already,
saturating when increasing it to one every 10. At the bot-
tom, we show how increasing the number of active clients
consistently improves the results for the listening node.

Fig. 4 reports the amount of data transmitted from adapt-
ing clients to the server (left), as well as from the server to
the listening client (right) as functions of the update fre-
quency (top) and the number of clients (bottom). We high-
light how FedMAD enables moderate growth in data traf-
fic when the frequency is increased compared to FedFULL,
with significant savings on the updates sent to the server.
The gap with FedFULL becomes larger when more clients
contribute to the process. In contrast, the data transferred
to the listening client remains constant with FedFULL, and
the saving by FedMAD nullifies beyond 6 clients.

Federated Adaptation – Other Networks. Online
adaptation can be performed by any stereo network and, as
such, federated adaptation can as well. Purposely, we im-
plement FULL and FedFULL with other real-time stereo
networks – CoEX [3], HITNet [52], and TemporalStereo
[72] and evaluate their performance on KITTI. Tab. 3 col-
lects the outcome of this experiment. We can notice how
the three models can effectively adapt on the single do-
mains, at the cost of dropping their efficiency. By de-
manding the adaptation process to distributed clients, all of
them can benefit from an equivalent boost in performances
while avoiding efficiency drops – with TemporalStereo and
HITNet improving even more with FedFULL compared to
FULL on Campus. Although CoEX and HITNet are slightly

more accurate than MADNet 2 with reference to Tabs. 1
and 2, it is worth observing how both of these models re-
quire more than one second to generate a disparity map on
AGX, and barely reach 5 FPS when adaptation is not en-
abled1. As such, we feel MADNet 2 is a more flexible so-
lution for deploying real-time adaptive stereo systems, run-
ning at 20 FPS on AGX while federally adapting.

Additional Results. For the sake of space, we refer the
reader to the supplementary material for more results.

4.4. Evaluation on DrivingStereo

Following [41], we evaluate our framework on the Driv-
ingStereo dataset, characterized by more challenging en-
vironmental conditions harming the generalization capa-
bility of deep stereo models. Tab. 4 collects the results
achieved by state-of-the-art models [24, 30, 63, 65], real-
time networks [3, 52, 72], MADNet [55] and our MAD-
Net 2 trained on synthetic data (a). We can notice how, in
general, the error metrics are higher compared to those ob-
served on KITTI, confirming the more challenging nature of
this dataset. Again, MADNet 2 proves to generalize much
better than MADNet, yet falls far behind the top-performing
stereo networks, close to other fast models.

Adapting with photometric losses (b) within single do-
mains only marginally improves the results on this bench-
mark – especially on Dusky: we ascribe this to the more
challenging conditions depicted in these sequences, which

1we could not run [72] because of broken dependencies on AGX
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Night #1 Night #2 Night #3 Night #4 Data Traffic Runtime

Model Adapt. mode D1-all EPE D1-all EPE D1-all EPE D1-all EPE To Server To Client 3090 AGX
(%) (px) (%) (px) (%) (px) (%) (px) (MB/s) (MB/s) (ms) (ms)

RAFT-Stereo [30]

No adapt.

13.04 3.41 21.64 4.26 10.91 1.91 10.07 1.68 - - 1030

> 8000CREStereo [24] 11.34 2.38 23.48 3.19 15.37 2.39 12.42 1.75 - - 1242
IGEV-Stereo [63] 9.14 1.85 11.97 1.96 12.65 2.01 10.01 1.66 - - 1250
UniMatch [65] 34.29 5.43 39.80 5.32 26.75 3.29 26.29 3.28 - - 480
CoEX [3]

No adapt.
6.26 1.72 10.81 1.87 8.60 1.64 8.31 1.53 - - 53 539

HITNet [52] 6.49 1.54 9.57 1.71 8.28 1.62 7.88 1.47 - - 112 1400
TemporalStereo [72] 7.17 1.68 10.22 1.92 8.66 1.62 8.40 1.49 - - 118 ✗

MADNet 2 (ours) No Adapt. 8.94 1.97 13.86 2.32 10.63 1.83 10.55 1.69 - - 12 111
(a) No adaptation – pre-trained on [35]

MADNet 2 FULL 5.65 1.41 9.16 1.60 8.12 1.50 8.97 1.46 - - 102 1238
MAD 5.79 1.52 8.87 1.60 7.89 1.49 8.50 1.46 - - 30 253

MADNet 2 FedFULL 5.50 1.43 8.36 1.52 7.63 1.48 7.57 1.37 13.8 4.6 12 111
FedMAD 5.52 1.43 8.39 1.53 7.91 1.50 7.79 1.39 2.9 2.0 12 111

(b) Single-agent vs Federated Adaptation – photometric loss [55]

MADNet 2 FULL++ 4.69 1.28 7.13 1.43 6.20 1.35 6.06 1.27 - - 45 808
MAD++ 5.66 1.43 7.76 1.49 6.57 1.39 6.47 1.30 - - 16 172

MADNet 2 FedFULL++ 4.99 1.33 7.03 1.41 6.43 1.37 6.18 1.28 21.7 7.1 12 111
FedMAD++ 4.99 1.34 7.13 1.42 6.48 1.38 6.23 1.28 7.3 5.8 12 111

(c) Single-agent vs Federated Adaptation – proxy labels [41]

Table 5. Online adaptation on DSEC [14]. Results on the Night#1, Night#2, Night#3 and Night#4 sequences.

potentially compromise the effectiveness of the photomet-
ric loss. In these conditions, the possibility of relying on the
adaptation carried out by other clients results crucial also in
terms of accuracy, allowing both FedFULL and FedMAD
to achieve better results on Dusky and Cloudy compared to
standard FULL/MAD executed over the two domains.

When proxy labels are available (c), both FULL++ and
MAD++ produce notably better results, yet leveraging the
adaptation carried out remotely with FedFULL++ and Fed-
MAD++ allows to improve the results even further on Rainy
and Dusky – on the former in particular, it gains about 1.5%
in D1-all – while resulting comparable on Cloudy.

In summary, a client demanding adaptation to the cloud
can benefit even more than carrying it out independently
in challenging environments, while avoiding runtime over-
heads. Accordingly, MADNet 2 can still run in real-time on
AGX and surpass other fast models [3, 52, 72], running not
even at 10 FPS there. The supplementary material reports
federated experiments with other real-time models.

4.5. Evaluation on DSEC

We conclude by running further experiments on nighttime
stereo sequences taken from the DSEC dataset [14]. Tab.
5 collects the results yielded by any stereo model consid-
ered so far on four selected night sequences. In contrast
to KITTI and DrivingStereo, in (a) we can notice how the
state-of-the-art models achieve a much higher error rate,
with real-time architectures proving to be more robust in
this context. Moreover, the higher resolution of this dataset
makes the runtime of each method increase notably, with
MADNet 2 being the only model still capable of retaining
almost 10 FPS on AGX when not adapting. By actively
adapting with FULL or MAD (b,c), MADNet 2 can fur-
ther improve its accuracy and outperform the other stereo
models, while dropping below 5 FPS. In such a setting, we
can further appreciate how FedFULL becomes crucial for
maintaining reasonable runtime while enjoying the benefits
of adaptation, outperforming MAD either when using pho-

tometric loss (b) or proxy labels (c), and even being more
effective than FULL in the former case. Given the lower
inference speed caused by the dataset resolution, we can
notice lower data traffic. This occurs as the adapting mod-
els require more time to perform the T steps set to update
the server. Yet, FedMAD still allows for further reducing
the communication overhead with little drops in accuracy.

For the sake of completeness, in the supplementary ma-
terial we report the results by other real-time models.

5. Conclusion

In this paper, we presented for the first time a framework
that implements federated online adaptation for deep stereo
models. By demanding the optimization process to dis-
tributed nodes, a single model can benefit from adaptation
even when deployed on low-powered hardware, thus im-
proving its accuracy while maintaining its original process-
ing speed. This achievement comes at the cost of introduc-
ing data traffic between nodes; however, this traffic can be
reduced by means of an appropriate strategy that updates
only some portions of the entire model at each communica-
tion round, specifically tailored for our MADNet 2. Exhaus-
tive experiments showcase the effectiveness of our frame-
work and its ability to be combined with different models.

Limitations. At now, passive clients benefit from the
adaptation carried out by some active clients, without the
latter receiving reciprocal benefits in return, and the adapt-
ing nodes process images with similar properties (resolu-
tion, depth range, application context) to those observed
by the listening client. Finally, as clients run on the same
server, connection delays are ignored in our experiments.

Future Work. We foresee federated adaptation will be
applied to other visual tasks for which online adaptation is
a reality, such as single image depth estimation [73], optical
flow [39] or semantic segmentation [4, 40].

Acknowledgment. We thank LAR Laboratory (Univer-
sity of Bologna) for providing the Jetson AGX Xavier.
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Greg Krathwohl, Nera Nešić, Xi Wang, and Porter West-
ling. High-resolution stereo datasets with subpixel-accurate
ground truth. In German conference on pattern recognition,
pages 31–42. Springer, 2014.

[45] Thomas Schops, Johannes L Schonberger, Silvano Galliani,
Torsten Sattler, Konrad Schindler, Marc Pollefeys, and An-
dreas Geiger. A multi-view stereo benchmark with high-
resolution images and multi-camera videos. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
3260–3269. IEEE, 2017.

[46] Akihito Seki and Marc Pollefeys. Patch based confidence
prediction for dense disparity map. In Proceedings of the
British Machine Vision Conference 2016, page 23. BMVC,
2016.

[47] Akihito Seki and Marc Pollefeys. SGM-Nets: Semi-global
matching with neural networks. In CVPR, pages 231–240,
2017.

[48] Zhelun Shen, Yuchao Dai, and Zhibo Rao. Cfnet: Cascade
and fused cost volume for robust stereo matching. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 13906–13915, 2021.

[49] Zhelun Shen, Xibin Song, Yuchao Dai, Dingfu Zhou, Zhibo
Rao, and Liangjun Zhang. Digging into uncertainty-based
pseudo-label for robust stereo matching. IEEE Transac-
tions on Pattern Analysis & Machine Intelligence, (01):1–18,
2023.

[50] Benyuan Sun, Hongxing Huo, Yi Yang, and Bo Bai. Par-
tialfed: Cross-domain personalized federated learning via
partial initialization. NeurIPS, 2021.

[51] Yue Tan, Guodong Long, Lu Liu, Tianyi Zhou, Qinghua Lu,
Jing Jiang, and Chengqi Zhang. Fedproto: Federated proto-
type learning across heterogeneous clients. In AAAI, 2022.

[52] Vladimir Tankovich, Christian Hane, Yinda Zhang, Adarsh
Kowdle, Sean Fanello, and Sofien Bouaziz. Hitnet: Hierar-
chical iterative tile refinement network for real-time stereo
matching. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 14362–
14372, 2021.

[53] Alessio Tonioni, Matteo Poggi, Stefano Mattoccia, and Luigi
Di Stefano. Unsupervised adaptation for deep stereo. In The
IEEE International Conference on Computer Vision (ICCV).
IEEE, 2017.

20174



[54] Alessio Tonioni, Oscar Rahnama, Tom Joy, Luigi Di Stefano,
Ajanthan Thalaiyasingam, and Philip Torr. Learning to adapt
for stereo. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). IEEE, 2019.

[55] Alessio Tonioni, Fabio Tosi, Matteo Poggi, Stefano Mat-
toccia, and Luigi Di Stefano. Real-time self-adaptive deep
stereo. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). IEEE, 2019.

[56] Alessio Tonioni, Matteo Poggi, Stefano Mattoccia, and Luigi
Di Stefano. Unsupervised domain adaptation for depth pre-
diction from images. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 2020.

[57] Fabio Tosi, Yiyi Liao, Carolin Schmitt, and Andreas Geiger.
Smd-nets: Stereo mixture density networks. In Conference
on Computer Vision and Pattern Recognition (CVPR), 2021.

[58] Fabio Tosi, Alessio Tonioni, Daniele De Gregorio, and Mat-
teo Poggi. Nerf-supervised deep stereo. In Conference on
Computer Vision and Pattern Recognition (CVPR), pages
855–866, 2023.
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