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Figure 1. The process of finishing the task “kill a pig with a stone sword during the daytime near the water with grass next to it.”. (a)
To achieve the final goal (i.e., Og: “kill a pig @#”), a player should accomplish a list of sub-objectives {O; }7—; sequentially. During this

process, the player should also be aware of some items in the environment, e.g., “grass #”, “day

” and etc. (b) This diagram shows

the number of these necessary items in the context that should be perceived for each sub-objective, during the task execution process. (c)
Images marked by O1 and Og show the observed ego-centric views in the process of achieving the corresponding sub-objectives. Images
marked by OF and O3 indicate how the player executes the action about the last sub-objective “kill a pig &#”. This process tells that such
long-horizon open-world embodied tasks in Minecraft should be solved both in the process-dependent and context-dependent way.

Abstract

It is a long-lasting goal to design an embodied system
that can solve long-horizon open-world tasks in human-like
ways. However, existing approaches usually struggle with
compound difficulties caused by the logic-aware decompo-
sition and context-aware execution of these tasks. To this
end, we introduce MPS5, an open-ended multimodal em-
bodied system built upon the challenging Minecraft sim-
ulator, which can decompose feasible sub-objectives, de-
sign sophisticated situation-aware plans, and perform em-
bodied action control, with frequent communication with
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a goal-conditioned active perception scheme. Specifically,
MP5 is developed on top of recent advances in Multimodal
Large Language Models (MLLMs), and the system is mod-
ulated into functional modules that can be scheduled and
collaborated to ultimately solve pre-defined context- and
process-dependent tasks. Extensive experiments prove that
MP5 can achieve a 22% success rate on difficult process-
dependent tasks and a 91% success rate on tasks that heav-
ily depend on the context. Moreover, MP5 exhibits a re-
markable ability to address many open-ended tasks that are
entirely novel. Please see the project page at https :
//irangin.github.io/MP5.github.i0o/.
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1. Introduction

One of the core objectives of current embodied intelligence
is to construct generalist agents that can solve long-horizon
open-world embodied tasks, approaching the behavior pat-
terns of human beings [1, 16, 19, 27]. However, the process
dependency and context dependency in these tasks, such as
those in Minecraft depicted in Fig. 1, hinder recent agents
from achieving the aforementioned goal. To be specific, the
former emphasizes the inherent dependency among the sub-
objectives of one task or an action sequence to fulfill one
sub-objective (such as “craft a stone sword #” should be
solved before “kill a pig %#”). The latter highlights that the
execution of each sub-objective or even each action depends
on the contextual information of the environment (such as
“kill a pig @%#” requires to find the target “pig %®” and its sur-
rounding items “grass #” and “water @ during the “day-
time | " in the observed images, as shown in Fig. 1).

The recent success of Large Language Models (LLMs)
has attempted to solve the process-dependent chal-
lenge, by using LLMs to break down a long-horizon
process-dependent task into a sequence of feasible sub-
objectives [30, 31, 37]. These methods [30, 37] simplify
the context-dependent challenge by assuming the agents are
all-seeing, i.e., knowing everything about their state and the
environment it locates in. However, to solve the context-
dependent challenge, an embodied agent should addition-
ally have: (1) the perception capability is open-ended, se-
lective and give results tailored to diverse purposes (e.g.,
for task planning or action execution), (2) the perception
module can be compatibly scheduled along with the other
modules (e.g., planning and execution modules) by a uni-
fied interface, as an integrated system.

To this end, we introduce MP5, a novel embodied sys-
tem developed within Minecraft, to meet the above expec-
tations. Specifically, MP5 comprises five interacting mod-
ules, i.e., Parser decomposes a long-horizon task into a
sequence of sub-objectives that should be completed one
by one; Percipient answers various questions about the ob-
served images, as the reference for the other modules; Plan-
ner schedules the action sequences of a sub-objective, as
well as refines the following sub-objectives, given the cur-
rent situation; Performer executes the actions along with
frequent interaction with the environment; and Patroller
checks the responses from the Percipient, Planner, and Per-
former, for the purpose of verifying current plans/actions, or
feedback on potential better strategies. In our work, Percipi-
ent is a LoRA-enabled Multimodal LLM (MLLM). Among
the pre-trained LLMs, Parser and Planner are augmented
with external Memory, while Patroller is not.

Notably, MP5 includes an active perception scheme by
means of multi-round interaction between Percipient and
Patroller, which is to actively perceive the contextual in-
formation in the observed images, with respect to vari-

ous queries raised by Planner and Performer. It is the
key enabler to solve context-dependent tasks. Patroller
in this scheme relays compatible feedback to Planner and
Performer accordingly, while eventually strengthening the
planning skill in awareness of the situations and improving
the action execution correctness in an embodied manner.
Extensive experiments prove that MP5 can robustly
complete tasks needed for long-horizon reasoning and com-
plex context understanding. It achieved a 22% success rate
on diamond-level tasks (i.e., one of the hardest long-horizon
tasks) and a 91% success rate on tasks requiring complex
scene understanding (i.e., need to perceive around 4 ~ 6
key items in the observed images). Moreover, in Sec. 4.2.3,
MP5 can surprisingly address more open-end tasks both
with heavy process dependency and context dependency.

2. Related Work
2.1. Multi-modal Large Language Models

With the development of Large Language Models (LLMs)
like the GPT series [2, 23, 25], as well as open-source LLLMs
such as the LLaMA series [28, 29] and Vicuna [5], Multi-
modal Large Language Models (MLLMs) have emerged.
Examples of such MLLMs include LLaVA [18], Instruct-
BLIP [6], and LAMM [33], among others [4, 9, 14, 24, 32,

]. In this work, we introduce MineLLM, which is specif-
ically designed and trained for Minecraft, and leverage its
perception, interaction, and analysis capabilities to build
up Percipient for MP5, and further enable an objective-
conditioned active perception scheme.

2.2. Agents in Minecraft

Previous works[3, 7, 8, 10, 16, 19, 34, 35] attempt to use
approaches such as hierarchical RL, goal-based RL, and re-
ward shaping to train an agent in Minecraft. MineCLIP [&]
enables the resolution of various open-ended tasks speci-
fied in free language, even without any manually designed
dense rewards. DreamerV3 [11] succeeds in training agents
in Minecraft with a learned world model. VPT [1] builds
a foundation model for Minecraft by learning from massive
videos. Based on VPT, Steve-1 [15] also explores bring-
ing in MineCLIP [8] to get an instruction following policy
with high performance. The development of recent large
language model-related work Voyager [30], DEPS [31],
GITM [37] further promote the advancement of agents
in long-horizon tasks. These works use pre-trained large
language models as the zero-shot planners[13] for agents,
leveraging the powerful reasoning capabilities of large lan-
guage models to obtain continuous operation instructions or
executable policy lists.

We take advantage of the reasoning capability of LLM
to build up our own agent. Existing LLM agents [37, 37] in
Minecraft feed scene data from simulation platforms [8, 10]
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Figure 2. Overview of module interaction in MP5. After receiving the task instruction, MP5 first utilizes Parser to generate a sub-objective
list. Once a sub-objective is passed to the Planner, the Planner Obtaining Env. Info. for Perception-aware Planning. The performer takes
frequently Perception-aware Execution to interact with the environment by interacting with the Patroller. Both Perception-aware Planning
and Execution rely on the Active Perception between the Percipient and the Patroller. Once there are execution failures, the Planner will
re-schedule the action sequence of the current sub-objective. Mechanisms for collaboration and inspection of multiple modules guarantee
the correctness and robustness when MP5 is solving an open-ended embodied task.

into large language models for task planning. However, for
embodied agents in real scenes, it is clearly unrealistic to
use accurate scene data directly. Therefore, agents need to
be robust to make decision corrections despite inaccurate or
erroneous perception information. Moreover, open-ended
tasks need hierarchical reasoning [19] and complex open-
ended context understanding [ 1, &], classical perception net-
works can only output fixed perception results and cannot
provide corresponding perception information according to
the task, making it impossible to understand open-ended
scenarios. Therefore, we design MP5, an embodied agent
with open-ended capabilities that can solve the problem of
open-ended tasks.

3. Method

In this section, we first give an overview of our proposed
MPS5, for solving context-dependent and process-dependent
tasks in an open-world and embodied environment, such as
Minecraft (Sec. 3.1). Next, we elaborate on how to imple-
ment an active perception scheme (Sec. 3.2). This scheme
plays a vital role in MP5 to solve context-dependent tasks,
since it reliably grounds the visual content according to dif-
ferent kinds of objectives, and thus strengthens the plan-
ning skill and execution correctness with respect to context-
dependent tasks. Then, we show how to plan and update
action sequences in awareness of the situations, and how to
reliably execute these actions in an embodied environment
(Sec. 3.3). Finally, we give necessary implementation de-
tails about MP5 in Sec. 3.4.

3.1. Overview

As demonstrated in Fig. 2, our MP5 includes five major
modules, i.e., Parser, Percipient, Planner, Performer, and
Patroller. Specifically, Percipient is a parameter-efficiently
fine-tuned Multimodal Large Language Model (MLLM)
that is specified to the Minecraft environment. The Parser,
Planner, and Patroller are pre-trained Large-language Mod-
els (LLMs). We also include retrieval-augmented genera-
tion (RAG) to enhance the quality of responses generated
by Parser and Planner. Performer is an interface that ex-
plains each action from the action sequence into executable
commands that directly control the game character.

Why can MP5 solve context-dependent and process-
dependent tasks? MP5 includes an active perception
scheme by means of multi-round interactions between Per-
cipient and Patroller, which is to actively perceive the envi-
ronmental information in the observed images, with respect
to various objectives raised by Planner or Performer. With
the help of this scheme, Planner can schedule or update ac-
tion sequences in awareness of the observed images, inven-
tory status and etc., resulting in a situation-aware planning;
Performer can execute actions that are adapted to the em-
bodied environment, resulting in a embodied action execu-
tion. Patroller in this scheme can also feedback on better
choices of plans/actions based on the visual evidence so that
the process-dependent tasks are solved with fewer chances
of context-dependent execution failures. Moreover, Percip-
ient can understand open-ended visual concepts, therefore
it allows MP5 to solve tasks that are never seen before.

How does MP5 function? In Fig. 2, upon receiving a
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Figure 3. A demonstration of the process of Active Perception scheme. Temporary Env. Info. Set saves information collected in the current
scenario, so it should be reset at the beginning of Active Perception scheme. Performer then invokes Patroller to start asking Percipient
questions with respect to the description of the sub-objective and the current execution action round by round. The responses of Percipient
are saved in Temporary Env. Info. Set and are also gathered as the context for the next question-answering round. After finishing asking all
significant necessary questions, Patroller will check whether the current execution action is complete by analyzing the current sub-objective
with Perceived env info. saved in Temporary Env. Info. Set, therefore complex Context-Dependent Tasks could be solved smoothly.

high-level task, MP5 first utilizes the Parser to generate a
sequence of short-horizon sub-objectives, as a list of rich
instructions in natural languages. The feasibility of the gen-
erated sub-objectives is augmented by retrieving an external
Knowledge Memory. This knowledge mainly comes from
three sources: part of it is from the online wiki, another part
is from the crafting recipes of items in MineDojo [], and
some are user tips from Reddit. To one sub-objective, Plan-
ner schedules the action sequence that is grounded by the
environmental information gathered by the active percep-
tion scheme. In this case, Performer will execute the actual
actions by explaining the action sequence that is adapted
to the embodied environment, via frequent interaction with
the active perception scheme. Once there are execution fail-
ures (determined by Patroller), Planner will re-schedule the
action sequence of the current sub-objective, or even up-
date the following sub-objectives if some necessary sub-
objectives are missing. Otherwise, the agent will go to
the next sub-objective and schedule new action sequences,
whilst the successful action sequence of the current sub-
objective will be stored in the external memory of Planner
(called Performer Memory), along with the agent situation
when it was planned. In the end, the agent will stop when
the final sub-objective of the task has been reached.

3.2. Active Perception

Let’s take the example shown in Fig. 3 to demonstrate how
the active perception scheme works. In this example, the
active perception scheme is communicated with Performer
to enable an embodied action execution.

At first, Performer invokes Patroller to start asking Per-
cipient questions with respect to the description of the
sub-objective and the current execution action, while si-
multaneously resetting the set of environmental informa-

tion to be gathered. Then Patroller progressively asks
Percipient whether the observed image contains neces-
sary items/factors (e.g., mobs & # @, blocks @@y,
time [l related to recent sub-objective (e.g., pig ¥®) and
the executing action (e.g., “find pig %¥”). The responses
of Percipient are also progressively gathered and act as the
context for the next question-answering round. Note that in
each round, Patroller also checks whether all the necessary
items/factors have been collected - If yes, Patroller stops
the interaction and returns all the environmental informa-
tion as natural language, and invokes Performer to execute
the next action. If Patroller eventually fails to gather enough
items/factors, it will tell Performer what items/factors are
missing in the observed images, which suggests Performer
keeps executing the current action. Please also check the
example shown in Fig. 2.

Similarly, active perception used in situation-aware plan-
ning is similar to what is explained here, except that the ap-
plied instructions do not contain the executable action. For
more details please check the Sup. E.

3.3. Perception-aware Planning and Execution

Situation-aware Planning. Given one sub-objective, Plan-
ner will generate the action sequence based on the descrip-
tion of the situation, such as the objective-conditioned envi-
ronmental information from the active perception scheme,
the inventory status and localization, and efc. Moreover,
Planner will retrieve previous successful action sequences
as the demonstration prompt to augment the aforemen-
tioned planning results. If the active perception scheme fails
to find the key items/factors about the current sub-objective
in the observed image, the generated action sequences will
include more actions to reach them. Moreover, if Performer
encounters execution failures determined by Patroller (such
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as failure of “equip wooden sword @), Planner will re-
schedule the action sequence or even update the following
sub-objectives, with the help of external memories.

Embodied Action Perception. As indicated in Sec. 3.2,
Performer would like to communicate with the active per-
ception scheme in every round of action execution, so as
to enhance the ego-centric awareness of the agent. The new
action will be executed if Patroller identifies necessary envi-
ronmental information in the observed images that matches
both the sub-objective and the goal of the current action.
Otherwise, the current action is kept executing until en-
countering execution failures or the end of the episode. The
successful action sequence about one sub-objective will be
stored in the Performer Memory, together with necessary
situational information of the agent when it was planned.
For more details about the planning and execution process,
please check Sup. G.2 and Sup. B.2.

3.4. Implementation Details

Percipient. The network of Percipient is depicted in
Fig. 4. Images are processed by a frozen vision encoder
MineCLIP [8], whose features are projected by an Align-
ment Net(we use two-layer MLP like LLaVA-1.5 [17]) to
the same feature space as the text embeddings of the ap-
plied LLM (we use Vicuna-13B-v1.5 [5]). Then the vision
and text tokens are concatenated to feed into a LoRA-based
fine-tuned LLM [12]. We add LoRA [12] parameters to
all projection layers of the self-attention layers in the LLM.
Only the parameters of the Alignment Net and the LoRA
module are optimized during training. The construction of
the training data with respect to Percipient is in the Sup. B.1.

Parser, Planner, and Patroller. We utilize OpenAl's GPT-
4 122] as LLMs in Parser, Patroller, and Planner. We also
evaluate other alternatives of GPT-4 [22], such as open-
source models like Vicuna-13B-v1.5 [5] and LLaMA2-
70B-Chat [29] in Sup.D.3.

Performer. It is important to clarify that the actions gen-
erated by Planner are not low-level commands such as key-
board and mouse operations [1], but a set of simple actions

(such as equip, move, craft). Inspired by GITM [37], we
implement these actions appropriately through basic oper-
ations provided by the MineDojo [§] simulator. For more
details, please check the Sup. B.2.

4. Experiments

At first, we depict the setup of the Minecraft simulation en-
vironment that we build and validate MP5, and give the
definition of the evaluated tasks and how to set them in
Sec. 4.1. In Sec. 4.2, we present the quantitative and quali-
tative performance of MP5, as well as in-depth discussions
on these tasks, and demonstrate that MP5 can even success-
fully accomplish tasks that are morc open-ended and never
seen before. At last, we investigate how different modules
affect the performance of MP5 and analyze the impact of
various module choices within our system in Sec. 4.3.

4.1. Experimental Setup

Environment Setting. We employ MineDojo [§] as our
simulation environment to build and validate MP5. We cap-
ture player ego-view images provided by MineDojo [&] as
input of MP5, and further construct a dataset for training
MineLLM. As for the output of MP5, we encapsulate Mine-
Dojo’s [8] actions to create our own action space.

Task Setting. To cvaluate how our MP5 can integrate per-
ception information with planning and execution, we define
two types of tasks: Context-Dependent Tasks and Process-
Dependent Tasks as illustrated in Tab. 1 and Tab. 2.

1) Context-Dependent Tasks primarily study how Active
Perception enables the agent to better perceive low-level
context information in the environment. We first estab-
lish 6 aspects of environmental information derived from
the Minecraft game environment: [Object, Mob, Ecology,
Time, Weather, Brightness]. Each aspect has multiple op-
tions. For example, pigs 8, cows A, and sheep '@ are
all elements belonging to Mob. Based on this, we de-
fine 16 tasks and organize their difficulty into four levels
by taking into account the number of information elements
that require perception, as is shown in Tab. 1. For exam-
ple, Easy tasks necessitate the perception of only one el-
ement, whereas Complex tasks involve the perception of
4 to 6 elements. We rigorously assess MP5’s proficiency
in environmental context perception across these 16 tasks.
In Context-Dependent Tasks, our environment details are
predetermined (e.g., biomes [, 5%, weather | Jlllll, and
efc.), as certain targets are exclusive to specific environ-
ments. Without this environmental specificity, the agent
might never encounter the intended target. We retain each
observation of active perception throughout the task, using
them as references to ascertain the agent’s successful com-
pletion of the task.

2) Process-Dependent Tasks focus on exploring the con-
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Table 1. Context-Dependent Tasks. 16 tasks are defined and di-
vided into 4 difficulty levels based on the minimum number of
information types needed. Underlines label the environmental in-
formation, reflecting the complexity varies at each level.

Task Level Example Task
Easy Find a trec ¥
Mid Find a tree 4 in the forest Ml
Find a tree # in the forest ¥
Hard : A
during the nighttime [ - |
Complex Find a pig @ near a grass #

in the forest ¥ during the daytime

tributions of situation-aware planning, embodied action ex-
ecution, and the integration with Active Perception in ac-
complishing long-term tasks while constantly perceiving
the environment and dynamically adjusting actions. We se-
lect 25 tasks from the technology tree and define their diffi-
culty levels as Basic level @ to Diamond level @ based
on the number of reasoning steps required to complete
the tasks. All environmental factors (e.g., biomes #E, g,
weather | [l and efc.) are randomized in Process-
Dependent Tasks. More details can be found in Sup.D.1.

Evaluation Metrics. For different tasks, the agent’s initial
position and environment seed are randomized. The agent
begins in survival mode, commencing with an empty inven-
tory, and faces the challenge of hostile mob generation. It
starts from scratch, with a game time limit of 10 minutes, a
time period equivalent to 12,000 steps at a control frequency
of 20Hz. More details can be found in Sup. C.

For the Context-Dependency Tasks, each assignment is
open-ended. Therefore, we conduct manual evaluations
when the agent determines it has completed the task or
exceeds the time limit. Two cases are ruled as failures:
1)There is an observation that meets all the conditions, but
the agent does not end the task; 2) The last observation
does not meet all the conditions, yet the agent ends the task.
Otherwise, we believe that the agent correctly perceives all
the context according to the task and determines that the
task is successfully completed. For the Process-Dependent
Tasks, any accidental deaths of the agent during the game
are counted as failures, as are instances where the agent
does not accomplish the task within the time limit.

In practice, we conduct 50 games on Context-Dependent
Tasks and 30 games on Process-Dependent Tasks, averaging
the success rates for both. The results are grouped accord-
ing to the previously defined difficulty levels, and report
the group means. For detailed definitions of the evaluation,
please refer to Sup. D.

4.2. Main Results
4.2.1 Results of Context-Dependent Tasks

In Context-Dependent Tasks, we primarily investigate how
to enhance an agent’s perception of context information

Table 2. Process-Dependent Tasks. 25 tasks are defined and di-
vided into 5 difficulty levels based on increasingly increasing rea-
soning steps. A higher difficulty level implies that the agent needs
to engage in longer reasoning and planning.

Task Level ~ Reasoning Step Example Task

Basic i 1-3 craft crafting table f
Wooden ¢ 4-5 craft wooden sword 3¢

Stonc @ 6-9 mine stonc @

Iron & 10-11 smelt iron ingot &
Diamond @ >11 obtain diamond @

within the environment. We demonstrate the performance
difference between Active Perception and other percep-
tion methods. We compare them with pre-trained multi-
modal large language models LLaVA-1.5 [17] and GPT-
4V [21], and analyze the performance of both active and
fine-grained global perception on the tasks in Tab. 3. Al-
though fine-grained global perception can obtain compre-
hensive perceptual information, due to the lack of objective-
conditioned attention, the objective-related information ob-
tained may be lacking or incorrect. Active perception only
focuses on objective-related information and ignores other
useless information, so that more accurate objective-related
information can be obtained and better performance in
Context-Dependent Tasks can be achieved. For the compari-
son, we use MineLLLLM, which is fine-tuned on the Minecraft
instruction dataset we collect, slightly better than GPT-
4V [21], which is trained on massive data, and substantially
better than LLaVA-1.5 [17], which is not fine-tuned on in-
struction data. The complete results of Context-Dependent
Tasks can be found in Sup.D.2.

4.2.2 Results of Process-Dependent Tasks

In Process-Dependent Tasks, we report the performance
of the agent in completing long-horizon tasks by contin-
uously perceiving the environment context and dynami-
cally adjusting its actions. We also investigate the agent’s
behavior in scenarios of non-situation-aware planning and
non-embodied action execution. The complete results of
Process-Dependent Tasks can be found in Sup.D.2.
Considered the landscape of related works [1, 11, 30,
, 37], we refrain from making direct comparisons due to
the substantial variations in the observation space, action
space, environmental setup, and game termination con-
ditions. Notably, VPT [1] emulates human players’ key-
board and mouse controls, DreamerV3 [11] is trained from
scratch for diamond collection @ in a modified Minecraft
environment with altered block-breaking mechanics using
world models, DEPS [31] integrates LLM planning and a
learning-based control policy based on MineDojo [8] ac-
tions, GITM [37] employs privileged information such as
lidar perception, and Voyager [30] utilizes purely text-based
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Table 3. Performance on Context-Dependent Tasks. We com-
pare the success rate of different Methods and different Perception
strategies. We set up special prompt to make the output of the cap-
tion as comprehensive as possible, this perception method is called
Fine-Grained Global Perception. We use A to denote Active Per-
ception, and G to denote Fine-Grained Global Perception.

Method Strategy EasyAver;\l/%iedSucile:rstme((;Zﬁlplex
wavasi |8 S8 50 00
GPTVEL X | e oas s s
MPSOws Y| gis aas ss ot

information perception in collaboration with the Mineflayer
API for action. It is crucial to note that in Voyager [30],
items are not dropped upon the agent’s death. Given that
our experiments aim to showcase the system’s capability
to adapt both process-dependent reasoning and complex
context-understanding tasks, our focus turns to presenting
the following two key insights:

Embodied action execution is critical for open-ended
tasks. Comparing MP5 w/o E. and MP5 in Tab. 4, we
can observe that when an agent is unable to interact with
the environment and access low-level environment contex-
tual information during action execution, it essentially be-
comes “blind”, unable to determine the termination of its
actions based on environment. Therefore, the success rate
in Process-Dependent Tasks is 0.00%.

Situation-aware planning leads to more scenario-
appropriate strategies. Comparing MP5 w/o P. and MP5
in Tab. 4, we observe that the lack of environment con-
textual information during the agent’s planning process can
lead to erroneous or redundant actions, thereby reducing the
success rate (for example, the success rate in diamond-level
& tasks decrease from 22.00% to 14.00%). Consider a sce-
nario where the current sub-objective is “kill a pig &#”. If
a pig @M is already present, the agent should directly ex-
ecute “move” to approach without the need to first “find”
then “move”. However, the relatively small decrease in the
success rate can be attributed to the dynamic adjustment of
perception and action execution offered by embodied ac-
tion execution. Simultaneously, when errors are detected,
the perceived environmental information and the erroneous
actions can be fed back to the planner for re-planning.

4.2.3 Open-Ended Tasks

Processing long-horizon reasoning and understanding com-
plex contexts are interconnected in the real world. For sim-
plicity and comparability of the experimental setup, the first
two task settings do not consider the intersection of pro-
cess and context, as we cannot exhaust all combinations

Table 4. Performance on Process-Dependent Tasks. We compare
the success rate when interacting or not with the environment dur-
ing the planning or execution. w/o P. and w/o E. indicates non-
situation-aware planning and non-embodied action execution.

Average Success Rate(%)

Method Basic  Wooden  Stone Iron Diamond
MP5 w/oP. 0.00 0.00 0.00 0.00 0.00
MP5 w/oE. | 92.00 86.00 68.67 4533 14.00
MP5 96.00 88.67 76.00  52.00 22.00

1. Mine2logs 2. Craft 8 planks Task: Dig a block of sand
near the at ;

with a wooden shovel

3. Craft 4 sticks
3

e/
®e /879

Process

4. Crafta 5. Craft 1 wooden
Crafting table shovel

6. Dig a block of sand near the at
, with a wooden shovel

Figure 5. Screenshots of “Dig a block of sand "8 near the water
@® at night B vith a wooden shovel #7. Tn Open-Ended Tasks,
the agent needs to better integrate low-level context information
and high-level decision-making, making it extremely challenging.

that these two task dimensions can form. Therefore, we
refer to tasks that incorporate both Process-Dependent and
Context-Dependent elements as Open-Ended Tasks. Specif-
ically, these tasks require the agent to perceive different in-
formation of the environment at multiple stages of complet-
ing sub-objectives. As shown in Fig. 5, we present an exam-
ple of an Open-Ended Task, named “Dig a block of sand s
near the water @ at night- with a wooden shovel #”. We
conduct extensive validations on this type of task, proving
that MP5 can complete long-sequential tasks in challeng-
ing environments. More demonstrations and experimental
results of Open-Ended Tasks can be found in Sup.F.3.

4.3. Ablation Study

We conduct ablation studies to evaluate the effectiveness of
various modules. The experimental setup and the associated
success rates are in Sec. 4.1. More detailed ablation studies
are listed in Sup.D.3. The following paragraphs present the
analyses derived from our ablation studies.

Model pre-trained on massive data of Minecraft can bet-
ter comprehend the Minecraft appearance styles. Wec
conduct ablation studies on the multi-modal large language
model (MLLM) part within Context-Dependent Tasks in
Tab. 5, comparing the performance outcomes of different
MLLMs and different pre-trained visual encoders in the
percipient. We find the performance of the open-source
model LLaVA-1.5 [17] to be relatively weak, with a suc-
cess rate of merely 50.00% at the Mid level and 11.00% on
the Hard level. This is primarily due to the model’s train-
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Table 5. Success rates for different MLLMs and pre-trained visual
encoders in the percipient on Context-Dependent Tasks

Visual Average Success Rate(%)
Method Encoder Easy Mid Hard Complex
LLaVA-1.5[17] CLIP [26] 7250 50.00  11.00 0.00
MineLLM CLIP [26] 95.00  90.00  87.00 80.00
MineLLM MineCLIP [8] | 98.50 9450  93.00 91.00

Table 6. Success rates for different LLMs as zero-shot Planner on
Process-Dependent Tasks

Planner Average Success Rate(%) ]

Basic Wooden  Stone Iron Diamond
Vicuna-13B-v1.5 [5] 1.33 0.00 0.00 0.00 0.00
GPT-3.5-turbo [20] 95.33 86.67 42.00 2.67 0.00
GPT-4 [22] 96.00 88.67 76.00  52.00 22.00

ing predominantly on real-world data, causing it to strug-
gle with the pixel-style image recognition characteristic of
Minecraft. We also discover that, when the visual encoder is
frozen, the MineLLLM with CLIP [26] as its visual encoder
consistently performs worse across all levels compared to
MineLLM with MineCLIP’s [8] pre-trained single image
visual encoder. It may caused by, in the case of a frozen vi-
sual encoder, a visual encoder pretrained on massive data of
Minecraft can align with pixel-style images more rapidly.

Enhanced reasoning ability results in improved plan-
ning. We compare the performance of open-source
large language models, OpenAI’s GPT-3.5-turbo [20] in
Tab. 6, and GPT-4 [22] as zero-shot Planners on Process-
Dependent Tasks. We find that as the models’ inferential
capabilities increase, the Planner produces better results
by planning in a situation-aware method, yielding more
concise and accurate execution actions. The Vicuna-13B-
v1.5 [5] model, when used as a Planner, struggles to pro-
duce effective plans, achieving only a 1.33% accuracy rate
at the Basic level @. GPT-4 [22] exhibits the best per-
formance, attaining a 22.00% success rate at the Diamond
level @, whereas both Vicuna-13B-v1.5 [5] and GPT-3.5-
turbo [20] score 0.00%.

Leveraging memory leads to better planning. In our
Performer Memory, we store previously successful sub-
objectives and their corresponding execution actions. When
planning in similar scenarios, Performer Memory can pro-
vide the Planner with similar execution action plans for
completing the sub-objectives. While the plans may not be
identical, they can effectively assist the Planner in perform-
ing situation-aware planning. Comparing the first and last
rows of Tab. 7, we find that without the Performer Memory,
the success rate of tasks at all levels decreases (Diamond
level @ drops from 22.00% to 16.67%). However, the de-
crease is not significant as the Performer Memory primarily
serves a reference function, with specific action planning
still heavily reliant on the Planner’s capabilities.

Robustness is essential in open-world settings. To en-
hance the robustness evaluation of our system, we introduce

Table 7. Success rates on different modules within Process-
Dependent Tasks: We study the roles of the Performer Mem-
ory (PM) and the check part of Patroller (P), with "RD’ denoting
“Random Drop” setting. vdenotes the inclusion of the module or
setting, and X indicates its absence.

Average Success Rate(%)

PM P | RD Basic  Wooden  Stone Iron Diamond
X v X 96.00 87.33 67.33 4733 16.67
v X v 70.00 7.33 0.67 0.00 0.00
v v v 87.33 76.67 4533  18.67 1.33
v v X 96.00 88.67 76.00  52.00 22.00

a “Random Drop” setting. In this setting, we randomly dis-
card one complete sub-objective from the inventory at the
start of each new sub-objective, which deliberately induces
execution errors for the agent. Comparing the second and
third lines in Tab. 7, we observe the critical role of the Pa-
troller in recognizing feedback errors. The Patroller’s abil-
ity to integrate current environmental information with error
information is essential for enabling the planner to re-plan.
The significance of this robustness is evident when exam-
ining the success rates. Without the Patroller’s robustness,

the agent’s success rate on the Wooden level )( plummets
from 76.67% to 7.33%, while success rates on the Iron &=,
and Diamond @ levels drop to 0.00%. Details regarding
the “Random Drop” setting can be found in Sup.D.3.

5. Conclusion

In this paper, we propose a novel multi-modal embodied
system termed MP5 which is driven by frequently ego-
centric scene perception for task planning and execution. In
practice, it is designed by integrating five functional mod-
ules to accomplish task planning and execution via actively
acquiring essential visual information from the scene. The
experimental results suggest that our system represents an
effective integration of perception, planning, and execu-
tion, skillfully crafted to handle both context- and process-
dependent tasks within an open-ended environment.

Limitation and Future Work. Two major limitations need
to be clarified. Firstly, the reliance on GPT-3.5-turbo [20]
or GPT-4 [22] limits the system’s usability, as not everyone
has access to these APIs. Secondly, the scope of the applied
simulation platform is limited. Despite showing promising
performance in Minecraft, we haven’t extended our explo-
ration to other simulation platforms, which is a potential
area for further research.
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