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Abstract

Non-exemplar class incremental learning (NECIL) aims
to continuously assimilate new knowledge without forget-
ting previously acquired ones when historical data are un-
available. One of the generative NECIL methods is to in-
vert the images of old classes for joint training. How-
ever, these synthetic images suffer significant domain shifts
compared with real data, hampering the recognition of old
classes. In this paper, we present a novel method termed
Dual-Consistency Model Inversion (DCMI) to generate bet-
ter synthetic samples of old classes through two pivotal con-
sistency alignments: (1) the semantic consistency between
the synthetic images and the corresponding prototypes, and
(2) domain consistency between synthetic and real images
of new classes. Besides, we introduce Prototypical Routing
(PR) to provide task-prior information and generate unbi-
ased and accurate predictions. Our comprehensive experi-
ments across diverse datasets consistently showcase the su-
periority of our method over previous state-of-the-art ap-
proaches.

1. Introduction
When applying a trained deep neural classification network
to new classes, the strategy of fine-tuning on new images of-
ten leads to catastrophic forgetting of old classes [23]. Class
incremental learning (CIL) aims to continuously adapt to
new classes without forgetting the learned ones. Exemplar-
based methods [2, 10, 19, 41, 48] have shown promise by
storing a subset of old class data as exemplars and retrain-
ing with new class data in the future. While effective, stor-
ing exemplars can be challenging in practice, due to con-
cerns about data privacy or limited storage space. Non-
exemplar class incremental learning (NECIL) [23, 30, 50],
also known as exemplar-free CIL, has gained increasing at-
tention recently. Compared to their exemplar-based coun-
terparts, it offers advantages in training and storage effi-
ciency, as well as addressing concerns related to data pri-
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Figure 1. Left: Previous methods align synthetic old class im-
ages with their prototypes (black arrow) for semantic consistency
but ignore domain consistency. Right: Our method ensures both
semantic and domain consistency. 1) Real new class images are
projected into the old feature space (black dotted arrow) and un-
dergo semantic alignment in the feature space for both new and
old classes (black arrow). 2) The domain gap between synthetic
and real image space is minimized by matching real and synthetic
pairs of new classes (red arrow).

vacy and copyright [42, 56]. Meanwhile, it is more chal-
lenging to train the model in the absence of exemplars con-
tinuously.

Existing non-exemplar methods mainly employ knowl-
edge distillation (KD) [18] to prevent the updating model,
referred to as the ‘new model’, from forgetting the learned
knowledge by enforcing its output to be consistent with the
old model. Nevertheless, distilling only with new class sam-
ples weakens the effectiveness of KD due to the signifi-
cant distribution discrepancy between old and new classes,
resulting in cumulative errors. To address this problem,
generative-based methods [13, 42] attempt to synthesize
samples of old classes using model inversion [4, 32, 36],
and subsequently distill the new model using both the real
and synthetic samples. The synthetic samples, which re-
semble the semantic distribution of the old classes, are gen-
erated by yielding high-confidence classification probabil-
ities from the old model. It is noteworthy that, unlike
conventional generative methods that train a generator in
advance, inversion methods do not rely on historical data
of old classes, making them more practical for NECIL.
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Nonetheless, a significant domain gap still exists between
the generated images and the real ones, as probability maxi-
mization primarily produces abstract patterns that differ sig-
nificantly from real images in terms of visual and content
features [15]. Without surprise, distilling with such syn-
thetic samples fails to provide a promising guarantee for
the performance of old classes. Therefore, the desirable
synthetic samples should not only possess semantic consis-
tency but also share the same domain information as real
images.

In fact, under the CIL scenario, new class samples should
share the same domain distribution as the old ones, which
inspires us to leverage new class data to authenticate the
domain of synthetic samples. To this end, we employ ad-
versarial learning [12, 14] to align the underlying distribu-
tions of the synthetic and real data. i.e., a discriminator aims
to distinguish distribution discrepancy, while the generator
strives to deceive the discriminator. By minimizing the dis-
crepancy between the two distributions, we can align the
synthetic distribution of old classes, denoted as P(syn,old),
with the real distribution of new classes P(real,new). How-
ever, directly aligning these distributions does not guarantee
domain consistency due to the distinct semantic shift be-
tween Pold and Pnew [33]. Additionally, it is important to
guard against overfitting the generated data, as it can lead to
incorrect decision boundaries and a significant bias towards
recent tasks in joint predictions [42].

In this paper, we propose a novel approach for class in-
cremental learning, named Dual-Consistency Model Inver-
sion (DCMI). The goal of DCMI is to generate consistent
old class samples in terms of semantics and domain. On
the one hand, DCMI ensures semantic consistency by align-
ing the features of synthetic samples to the corresponding
prototypes in the feature space. On the other hand, DCMI
maintains domain consistency by disentangling the domain
distribution Preal from P(real,new), and supervises the gen-
eration of P(syn,old) to approximate P(real,old). The con-
cept of our method is illustrated on the right side of Fig.
1. To address the task-recency bias, we draw inspiration
from the unbiased nature of prototype matching [44, 50]
and propose Prototypical Routing (PR) as a complement to
the strong intra-task discriminative power of the linear clas-
sifier. We assess the effectiveness of our method through ex-
tensive experiments on various datasets, including CIFAR-
100 [24], Tiny-ImageNet [25], ImageNet-Subset [9], and
ImageNet-Full [9]. The results demonstrate the substantial
superiority of DCMI over the previous state-of-the-art ap-
proaches. Our main contributions are as follows:

1) We propose a novel approach for class incremental
learning termed dual-consistency model inversion. This ap-
proach allows for synthesizing old class samples with both
semantic and domain consistency.

2) To mitigate the issue of task-recency bias in predic-

tions, we introduce prototypical routing, offering a robust
task-prior that guides predictions across tasks.

3) Extensive experiments on CIFAR-100, Tiny-
ImageNet, ImageNet-Subset, and ImageNet-Full datasets
demonstrate the superiority of our method over the
non-exemplar state-of-the-art.

2. Related Work

Class Incremental Learning. Exemplar-based methods
store representative data as exemplars for future training.
iCaRL [41] first propose to save exemplars in CIL, and the
rehearsal strategy has since become a common practice in
subsequent works. Knowledge distillation (KD) is widely
used to prevent forgetting. UCIR [19] introduces a less-
forget constraint on feature distribution, and PODNet [10]
employs KD for intermediate features. ISM-Net [40] intro-
duces model queue distillation to enhance long-range per-
formance. Addressing the task-recency bias as a key chal-
lenge in CIL, EEIL [2] propose an additional balanced fine-
tuning session, and UCIR replaces the softmax layer with
cosine normalization. More recently, some works [45, 52]
aim to improve CIL performance through model expansion.
Despite exemplar-based methods saving only a subset of old
data, concerns about privacy risks and storage needs per-
sist. Non-exemplar methods have recently gained attention.
Some methods [23, 47, 51] propose parameter importance
estimation to prevent significant changes in critical parame-
ters, while LwF [27] introduces KD to constraint the output
logits, where the previous model serves as a teacher. ABD
[42] introduces model inversion [4, 32, 36] to improve the
effectiveness of KD by synthesizing old class data. PASS
[55] explores self-supervised learning in CIL and proposes
prototype augmentation for classifier learning. SSRE [56]
introduces a self-sustaining expansion scheme and proto-
type selection. FeTrIL [39] proposes a feature translation
technique.

Model Inversion. MI is a vital technique for Data-Free
Knowledge Distillation (DFKD), transferring knowledge
from a trained teacher model to a compact student model
when original training data is unavailable. DFKD finds
wide applications in solving problems like model compres-
sion [8, 31], transfer learning [4], and incremental learning
[42, 49]. Trained models encapsulate data information, al-
lowing reverse generation through noise optimization or a
generator. Lopes et al. [32] pioneer DFKD using activa-
tion summaries, while Nayak et al. [36] optimize noise for
softmax-like output calculated by class similarity. Chen et
al. [4] integrate generative adversarial networks for effi-
ciency, and Bhardwaj et al. [1] store activation statistics as
metadata. DeepDream [35] introduces an image prior term,
and DeepInversion [49] focuses on minimizing the distance
between feature maps and batch normalization statistics.
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Knowledge Distillation. KD was first proposed by Hin-
ton et al. [18] for model compression and transfer learn-
ing. This technique involves transferring knowledge from
complex teacher models to lightweight student models by
having the students mimic the outputs of their teachers.
Knowledge distillation methods can be broadly categorized
into logit-based distillation [7, 11, 18, 34, 46], feature-based
distillation [16, 17, 21, 37, 38], and relation-based distilla-
tion [6, 28, 29, 37]. Logit-based distillation aims to convey
implicit information present within label distribution, while
feature-based distillation seeks guidance from intermediate
features to facilitate student learning. Relation-based distil-
lation establishes structural relationships among samples or
contextual relations to guide the student network.

The most related work to ours is ABD [42], which iden-
tifies a significant domain shift that adversely affects per-
formance when utilizing synthetic images. They address
this issue by introducing a local CE loss and importance-
weighted feature distillation. In our work, we enhance
the domain consistency of synthetic images by incorporat-
ing authentication from new class data—a dimension over-
looked in prior studies.

3. Motivation
In CIL, training data flows in separate tasks, with each task
holding disjoint classes Ct(0 ≤ t ≤ N). Let Dn and Do

denote the underlying distribution of new and old tasks, re-
spectively. The goal of CIL is to learn a model with low
disagreement between the hypothesis (hn and ho) and the
labeling function (fn and fo) for both new and old classes:

ϵDn(hn, fn) + ϵDo(hn, fo) = Ex∼Dn [|hn(x)− fn(x)|]
+ Ex∼Do [|hn(x)− fo(x)|]. (1)

The new task error term ϵDn
(hn, fn) can be minimized

by using a typical classification loss on the new task data.
However, minimizing ϵDo(hn, fo) is challenging because
the old class distribution Do as well as old class labels
fo are inaccessible when learning new classes. To solve
this, knowledge distillation (KD) is commonly used in CIL,
which ensures that hn stays close to the previous state ho

(i.e., ϵDo(ho, fo) is small) while learning Dn. Here, we
provide a comprehensive understanding of applying KD in
CIL by deriving a bound on the error of new hypotheses
for seen classes, considering the error of old hypotheses for
old classes, the error of new hypotheses for new classes,
the discrepancy between new and old hypotheses, and the
variation divergence between distillation data and old class
data:
ϵDn(hn, fn) + ϵDo(hn, fo) ≤ ϵDn(hn, fn) + ϵDo(ho, fo)

+ ϵD̂o
(hn, ho) + d1(D̂o,Do). (2)

Proof See supplementary material.

In this bound, the first and second terms on the right-
hand side of the inequality are expected to be small,
achieved by empirical risk minimization. The third term
describes the difference between hn and ho under the distil-
lation data distribution D̂o, which is guaranteed by KD. The
last term is the divergence between the distributions of old
class Do and distillation data D̂o. This bound reveals that a
better CIL performance can be achieved by designing better
KD techniques and using distillation data that resemble the
distribution of the old classes. In the absence of old class
data, many non-exemplar methods resort to using new class
data Dn as a substitute for D̂o. However, there is a notable
discrepancy between Dn and Do, which causes the model
to deviate from its previous minima and results in signif-
icant forgetting of the old classes. Some other methods
tackle this problem by introducing synthetic samples that
resemble the semantic distribution of the old classes into
the KD process, which alleviates forgetting to some extent.
Nonetheless, these methods ignore the domain gap between
the synthetic and real distribution, leading to a substantial
discrepancy between the synthetic and real distribution of
the old classes. In this work, we solve this issue by generat-
ing better synthetic samples that possess both semantic and
domain consistency.

4. Proposed Method
4.1. Dual-consistency Inverting for Old Classes

Recent generative NECIL approaches [13, 42] utilize model
inversion [4, 32, 36] to synthesize old class samples. How-
ever, the significant domain gap negatively impacts the ef-
ficacy of KD. In the following, we introduce a novel model
inversion approach for old class synthesis that ensures both
semantic and domain consistency.

4.1.1 Semantic Consistency

The overview of our method is depicted in Fig. 2. To
disentangle classes, we utilize a conditional generator G
with learnable embedding vectors E = {ei}mi=1, where
m =

∑t−1
i=0|Ci| is the number of old classes at phase t. The

embedding space is formulated as the linear span of the em-
bedding vectors E . For each old class k (1 ⩽ k ⩽ m), the
input embedding êk of G is calculated as a linear combina-
tion of E weighted by αk

i :

êk =

m∑
i=1

αk
i ei, (3)

where αk
i represents the cosine similarity between class i

and k, followed by the softmax layer:

αk
i =

exp(cos(pi, pk))∑m
j=1 exp(cos(pj , pk))

, (4)
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Figure 2. The overview of DCMI. The superposed embedding (lower) of old classes is formed by the linear combination of old class
embeddings, weighted by α. The ones (upper) of new classes is weighted by β which is the similarity between new class features (triangle)
and the prototypes of old classes. These embeddings are input to the generator, and the resulting features are aligned within the feature
space for semantic consistency. The discriminator ensures domain consistency by aligning synthetic and real images of the new classes.

where pi represents the mean feature of class i, referred to
as the class prototype, and cos(pi, pk) =

pT
i pk

∥pi∥∥pk∥ . Then,
the synthetic sample for the old classes is generated as fol-
lows:

x̂k = G (êk ⊕ z) , z ∼ N (0, 1), (5)

where ⊕ denotes dimensional concatenation.
Then the synthetic samples are projected into the deep

feature space of the old model θt−1. Subsequently, the soft-
max similarity between θt−1 (x̂k) and the prototypes is cal-
culated as follows:

ŷi (x̂k) =
exp(cos(pi, θt−1 (x̂k)))∑m
j=1 exp(cos(pj , θt−1 (x̂k)))

. (6)

If θt−1 (x̂k) captures the semantics of class k, the similarity
ŷi (x̂k) should align with αk

i . Thus we minimize the cross-
entropy loss to ensure semantic consistency:

Lo
SC(x̂k) = −

m∑
i=1

αk
i log ŷi (x̂k) . (7)

Similarly, the new class images xl (m < l ⩽ n, n =∑t
i=0|Ci|) are projected into the feature space to derive pro-

totype similarity:

βxl
i =

exp(cos(pi, θt−1 (xl)))∑m
j=1 exp(cos(pj , θt−1 (xl)))

. (8)

By linearly combining ei with weights βxl
i , the superposed

embedding vector of new classes can be obtained:

êxl
=

m∑
i=1

βxl
i ei. (9)

To further enhance the semantic consistency, we minimize
the cross-entropy loss for new classes:

Ln
SC(x̂l) = −

m∑
i=1

βxl
i log ŷ (x̂l) , (10)

where x̂l = G (êxl
⊕ z). The overall semantic consistency

loss is written as:

min
G

LSC(G) =Ex̂k∼G(êk⊕z) [Lo
SC(x̂k)]

+Ex̂l∼G(êxl
⊕z) [L

n
SC(x̂l)] .

(11)

4.1.2 Domain Consistency

To address the issue of domain shift, we employ an adver-
sarial learning framework [14] to align the distribution of
synthetic data x̂l with that of real data xl of the new classes:

min
G

max
D

LDC(G,D) = Exl
[logD (xl)]

+Ex̂l∼G(êxl
⊕z)[log(1−D(x̂l))],

(12)

where D is a discriminator that distinguishes between the
domains of x̂l and xl, while G generates the domain distri-
bution that deceives the discriminator D. The objective of
Eq. 12 is equivalent to minimizing the Jensen–Shannon di-
vergence between the distributions Pxl

and Px̂l
[14]. Since

the semantic distribution is already consistent, the domain
distribution of Pxl

becomes disentangled and learned. In
summary, the overall optimization objective is updated al-
ternately in a min-max fashion:

min
G

max
D

LSyn = LSC(G) + λLDC(G,D). (13)
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We empirically set λ = 0.5 to balance the consistency be-
tween semantics and domain.

4.2. Adapting Network for New Classes

To learn new classes Xt, we initialize a new classifier φt,
inheriting parameters from the old classifier: φ1:m

t = φ1:m
t−1,

where the superscript represents the class index. As sug-
gested by [42], to prevent overfitting the generated samples
and potentially causing incorrect decision boundaries, we
employ local cross-entropy to learn the new classes:

LLCE = −Yt log
(
Pm+1:n
θt,φt

(Xt)
)
, (14)

where Pm+1:n
θt,φt

represents the softmax probabilities com-
puted among the new classes.

Using the synthetic data of the old classes X̂t = {x̂i}mi=1,
generated by Eq. 5, we apply knowledge distillation to the
penultimate layer features and the classifier output logits:

LKD =
[
1− cos

(
θt(Xt ∪ X̂t), θt−1(Xt ∪ X̂t)

)]
+
∥∥∥P 1:m

θt,φt
(Xt ∪ X̂t)− P 1:m

θt−1,φt−1
(Xt ∪ X̂t)

∥∥∥ . (15)

The first term (referred to as LFKD) prevents class proto-
types from drifting and stabilizes the feature distribution.
The second term (referred to as LCKD) maintains the dis-
criminative power of the classifier. The overall adapting
loss is written as:

min
θt,φt

LAd = LLCE + γLKD, (16)

where γ is empirically set to 10. It’s worth noting that both
the generator G and the embeddings E are discarded after
the adaptation process. Adhering strictly to the NECIL set-
ting, no synthetic or real data is stored for future tasks.

4.3. Prototypical Routing for Unbiased Predictions

The classifier is trained separately for the old and new
classes (refer to LLCE and LCKD), which prevents the es-
tablishment of a joint prediction space. Consequently, bi-
ased predictions across tasks occur, leading to inferior per-
formance. To tackle this, we propose Prototypical Routing
(PR) to eliminate bias in predictions. Specifically, the lin-
ear classifier φt is partitioned into multiple heads, with each
head corresponding to a specific task and responsible only
for the classes within that task. To obtain an unbiased task-
prior, we apply prototypical matching [44]:

û = argmin
T (i)

d (θt(x), pi) , (17)

where d(·) denotes cosine distance and T (·) represents the
mapping from class to task. û is the task label of the most

similar prototype, which is used as the task prior for pre-
dictions. Then, the corresponding head is activated by task-
prior û, and the linear classifier outputs the task-post class
predictions:

ŷ = argmin
y

φ
T ′(û):T ′(û+1)
t (θt(x)) . (18)

where T ′(û) represents the first class index in task û.
The algorithm of DCMI in incremental task t (1 ≤ t ≤

N) is described in Algo. 1:

Algorithm 1 Dual-Consistency Model Inversion for NECIL
Input: Data of new classes Xt; old model θt−1; old classi-
fier φt−1; old class prototypes {pi | 1 ⩽ i ⩽ m}
Output: New model θt; new classifier φt; new class proto-
types {pi | m < i ⩽ n}

1: 1. Synthesizing images of old classes:
2: for number of epochs do
3: Generate x̂k by Eq. 5;
4: Update G and D alternately by Eq. 12;
5: end for
6: 2. Adapting new classes:
7: for number of epochs do
8: Generate X̂t = {x̂i}mi=1 by Eq. 5;
9: Forward Xt to {θt, φt} and compute LLCE by Eq.

14;
10: Forward Xt∪X̂t to {θt, φt, θt−1, φt−1} and compute

LKD by Eq. 15;
11: Update {θt, φt} by minimizing Eq. 16;
12: end for
13: Compute new class prototypes;
14: 3. Inference with prototypical routing:
15: Predict ŷ by Eq. 17 and Eq. 18;

5. Experiments

5.1. Dataset and Settings

Benchmark. To achieve a comprehensive study, we con-
duct extensive experiments on the CIFAR-100 [24], Tiny-
ImageNet [25], ImageNet-Subset [9], and ImageNet-Full
[9]. The protocol is consistent with [55] where half of the
classes are involved in the initial phase (except for CIFAR-
100 and ImageNet-Subset 20 phases), and the rest are
evenly distributed across subsequent incremental phases.
The class order is shuffled with random seed 1993. We re-
port the standard metrics to measure the CIL performance,
including average accuracy AN , and average forgetting FN

[3]. A desirable CIL approach should effectively learn
new classes (high AN ) while minimizing the forgetting of
learned knowledge (low FN ).
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Setting P=5 P=10 P=20
AN (↑) FN (↓) AN (↑) FN (↓) AN (↑) FN (↓)

Ablate PR 58.1 0.9 56.8 0.9 49.5 1.0
Ablate SSL 65.1 7.7 64.5 7.4 60.9 8.6
Ablate LCKD 22.6 73.8 10.0 73.1 10.6 72.5
Ablate LFKD 67.2 9.0 65.1 10.8 56.3 24.7
Full Method 67.9 7.8 66.8 7.3 64.0 9.8

Table 1. Results (%) of ablating components on CIFAR-100
dataset. PR and SSL stand for prototypical routing and self-
supervised learning, respectively.

(a) (b)

Figure 3. (a) Comparison of different self-supervised learning ap-
proaches. (b) Stability and plastic analysis conducted on CIFAR-
100.

Phases P=5 P=10 P=20
Data SC DC AN (↑) FN (↓) AN (↑) FN (↓) AN (↑) FN (↓)
(1) ! % 28.9 80.4 22.4 84.5 17.5 86.5

% ! 54.6 29.0 44.0 48.1 28.4 68.3
! ! 67.3 11.4 63.4 18.4 51.7 34.8

(2) % % 67.6 8.1 65.5 8.8 60.2 13.3
(3) ! ! 67.9 7.8 66.8 7.3 64.0 9.8

Table 2. Results (%) of ablating KD data on CIFAR-100 dataset
with (1) only synthetic data, (2) only real data, and (3) real + syn-
thetic data. SC and DC denote Semantic Consistency and Domain
Consistency, respectively.

Implementation Details. To consist with most previous
works [39, 54–56], we follow the ResNet-18 backbone
in NECIL to ensure fair and comprehensive comparisons.
Similarly, following [55, 56], we apply self-supervised
learning (SSL) to the initial task to enable the learning of
more generalizable features, while the standard supervised
training process is performed for the incremental tasks. La-
belAug [26] and SupCon [20] are employed on CIFAR-
100 and ImageNet, respectively. Our model is trained
from scratch for 100 epochs using the Adam optimizer [22]
with an initial learning rate of 0.001 (except 0.0001 on
ImageNet-Full). The batch size is set to 128 and the learn-
ing rate is reduced based on the cosine annealing schedule.
See supplementary material for more details.

5.2. Ablation Study and Analysis

Prototypical Routing. As shown in Tab. 1, the removal
of PR leads to a discernible performance decline, primar-
ily attributed to the introduction of task-recency bias. This
is illustrated in Fig. 6a and 6b, where a pronounced bias
is observed in the absence of PR, resulting in substantial
confusion among the base classes. The incorporation of PR

(a) CIFAR-100 5 phases. (b) CIFAR-100 10 phases.

Figure 4. Representational distance analysis

Method CIFAR-100 Tiny-ImageNet
P=5 P=10 P=20 P=5 P=10 P=20

iCaRL-FC 42.1 45.7 43.5 36.9 36.7 45.1
iCaRL-NCM 24.9 28.3 35.5 27.2 28.9 37.4
EEIL 23.4 26.7 32.4 25.6 25.9 35.0
UCIR 21.0 25.1 28.7 20.6 22.3 33.7
LwF-MC 44.2 50.5 55.5 54.3 54.4 63.5
MUC 40.3 47.6 52.7 51.5 50.2 58.0
PASS 25.2 30.3 30.6 18.0 23.1 30.6
SSRE 18.4 19.5 19.0 9.2 14.1 14.2
DCMI 7.8 7.3 9.8 7.5 6.9 8.3

Table 3. Results of average forgetting on 5, 10, and 20 phases.

proves effective in mitigating this bias by furnishing the cor-
rect task prior.

Self-Supervised Learning. Tab. 1 clearly demonstrates
that the incorporation of self-supervised learning (SSL) into
the initial task significantly enhances CIL performance. As
highlighted in [55], SSL contributes to the acquisition of
more generalizable and transferable features, proving ad-
vantageous for subsequent tasks. We assess the effective-
ness of various SSL methods on CIFAR-100 and Tiny-
ImageNet 10 phases. Three commonly used SSL methods
are examined: LabelAug [26], SupCon [20], and SimSiam
[5]. Fig. 3a illustrates that applying SSL on the initial
task yields substantial improvements, emphasizing the im-
portance of SSL in CIL. However, the effectiveness of SSL
methods varies across datasets. On CIFAR-100, LabelAug
proves the most effective result, achieving 2.3% higher than
not using SSL. On Tiny-ImageNet, SupCon emerges as the
most effective SSL method, yielding improvements of 1.7%
over not using SSL.

Knowledge Distillation. As shown in Tab. 1, both LCKD

and LFKD are crucial components. Removing LCKD im-
pairs decision boundaries of old classes, resulting in a sig-
nificant drop in accuracy and an extremely high forgetting
rate. Removing LFKD induces a shift in the output feature
distribution, undermining the effectiveness of the class pro-
totypes [50]. Furthermore, we explore the role of semantic
and domain consistency in synthetic data during KD. As
shown in Tab. 2, relying solely on semantic or domain con-
sistency fails to guarantee satisfactory performance. Better
accuracy and lower forgetting are achieved when synthetic
data exhibit both semantic and domain consistency. The
best results emerge when KD is simultaneously applied to
the real data of new classes and the synthetic data of old
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Method CIFAR-100 Tiny-ImageNet ImageNet-Subset ImageNet-Full
P=5 P=10 P=20 P=5 P=10 P=20 P=5 P=10 P=20 P=10

E
=

20

iCaRL-FC∗ [41] 51.1 48.7 44.4 34.6 31.2 27.9 - 50.5 - 38.4
iCaRL-NCM∗ [41] 58.6 54.2 50.5 45.9 43.3 38.0 - 60.8 - 46.7
EEIL∗ [2] 60.4 56.1 52.3 47.1 45.0 40.5 - 63.3 - -
UCIR∗ [19] 63.8 62.4 59.1 49.2 48.5 42.8 - 66.2 - 61.3
PODNet† [10] 65.6 62.8 59.7 42.3 36.7 32.1 - 70.6 - -

E
=

0

EWC∗ [23] 24.5 21.2 15.9 18.8 15.8 12.4 - 20.4 - -
LwF-MC∗ [41] 45.9 27.4 20.1 29.1 23.1 17.4 - 31.2 - -
MUC∗ [30] 49.4 30.2 21.3 32.6 26.6 22.0 - 35.1 - -
SDC [50] 56.8 57.0 58.9 - - - - 61.2 - -
ABD∗ [42] 63.9 62.5 57.4 - - - - - - -
PASS [55] 63.5 61.8 58.1 49.6 47.3 42.1 64.4 61.8 51.3 55.9
IL2A [54] 66.0 60.3 57.9 47.3 44.7 40.0 - - - -
SSRE [56] 65.9 65.0 61.7 50.4 48.9 48.2 - 67.7 - 58.1
FeTrILfc [39] 64.7 63.4 57.4 52.9 51.7 49.7 69.6 68.9 62.5 64.4
SOPE [57] 66.6 65.8 61.8 53.7 52.9 51.9 - 69.2 - 60.2
DCMI 67.9 66.8 64.0 54.8 53.9 52.5 70.5 70.0 65.5 61.9

Table 4. Average accuracy (Top-1 accuracy %) on CIFAR-100, TinyImageNet, and ImageNet-Subset. The previous state-of-the-art results
among non-exemplar methods are underlined. The best results among non-exemplar methods are in bold. Methods with ∗ represent the
reproduced results in [55, 56]. Methods with † stand for our reproduced results. Other results are reported in the original paper.

Figure 5. Accuracy for each phase on CIFAR-100, Tiny-ImageNet, and ImageNet-Subset.

classes. Additionally, we assess the impact of integrating
synthetic data into KD on model stability and plasticity. Ex-
perimental results in Fig. 3b indicate that distillation with a
combination of synthetic and real data yields higher accu-
racy for both base and incremental classes, striking a more
favorable balance between stability and plasticity.

Representational Distance. We investigate the represen-
tational distance scores (MID) [42] between the synthetic
and real samples of the old classes. As depicted in Fig. 4,
we designate the settings of Group 1 in Tab. 2 as base-
lines 1 ∼ 3, from top to bottom. The results reveal that
baseline 3 and the full method achieve comparably lower
MID scores, highlighting the significance of dual consis-
tency in generating distributions closely resembling those
of the real samples from the old classes. Conversely, the ex-
clusive alignment of semantics or domain proves inadequate
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Figure 6. Visualization on CIFAR-100: Confusion matrix (a) with-
out and (b) with prototypical routing. (c) Similarity statistics ma-
trix.

in achieving a low representational distance. Furthermore,
this distance tends to increase as the tasks expand.

5.3. Comparative Results

In this section, we conduct a comprehensive comparison
with previous state-of-the-art NECIL methods and some
classical exemplar-based methods. Tab. 4 illustrates that
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Domain Semantic

(a) DC + SC

Domain Semantic

(b) w/o SC

Domain Semantic

(c) w/o DC

Figure 7. Visualization using t-SNE on CIFAR-100. Synthetic data is denoted by crosses and real data by dots. Features with the same
class label share a common color.

the proposed method outperforms all previous state-of-the-
art non-exemplar methods. Meanwhile, our method exhibits
superior performance compared to certain exemplar-based
methods even without utilizing exemplars, underscoring its
reliability in retaining old knowledge. Specifically, our
method significantly improves upon state-of-the-art results
on CIFAR-100, surpassing previous best results by 1.3%,
1.0%, and 2.2% under 5, 10, and 20 phases, respectively.
On Tiny-ImageNet, our method outperforms the most re-
cent state-of-the-art method SOPE, by margins of 1.1%,
1.0%, and 0.6% under 5, 10, and 20 phases, respectively.
For larger-scale datasets, our method attains an average ac-
curacy of 70.5%, 70.0%, and 65.5% on ImageNet-Subset,
and 61.9% on ImageNet-Full. In Fig. 5, we present com-
prehensive classification accuracy curves, clearly illustrat-
ing the superiority of our method over competitors across
various phases. To estimate the forgetting of the model, we
compare the average forgetting with previous methods, as
shown in Tab. 3. Our method consistently achieves signifi-
cantly lower forgetting than previous methods, demonstrat-
ing its effectiveness in mitigating catastrophic forgetting.

5.4. Visualization

Visualization of Feature Space. We employ t-SNE [43]
to visualize the feature distribution of synthetic and real data
of the old classes. In each subfigure of Fig. 7, the left half
showcases shallow features that excel at distinguishing dif-
ferent domains [53], while the right half displays deep fea-
tures that are semantically discriminative. Fig. 7a reveals
that synthetic data forms distinct clusters alongside real data
of the same class, indicating high semantic consistency. Si-
multaneously, the synthetic data exhibits a minor domain
discrepancy from real data, demonstrating domain consis-
tency. In contrast, Fig. 7b fails to align with corresponding
classes, and Fig. 7c primarily highlights a significant do-
main discrepancy.

Visualization of Similarity Statistics. We evaluate the
similarities between the base and incremental classes on
CIFAR-100 by computing the cosine similarity of the class
prototypes, as depicted in Fig. 6c. The results reveal a
relatively high similarity between the base and incremental

classes, suggesting the feasibility of representing new class
semantics through the combination of old class concepts.

Visualization of Synthetic Samples. Here we provide vi-
sualizations of synthetic samples sourced from ImageNet.
When both semantic and domain constraints are applied (re-
fer to Fig. 8b), the generated samples closely resemble the
real ones. However, when only the domain consistency is
applied, no discernible class-related patterns are observed
(see Fig. 8c). Similarly, when only the semantic consis-
tency is applied, the synthetic images visually differ signif-
icantly from the real images (see Fig. 8d).

(a) Real (b) LSC+LDC (c) Only LDC (d) Only LSC

Figure 8. Visualization of synthetic data.

6. Conclusion

This paper proposes a novel generative approach, DCMI,
for NECIL. DCMI is capable of synthesizing images that
maintain consistency on both semantics and domain. The
integration of these synthetic images into knowledge distil-
lation yields significantly improved results. Furthermore,
to ensure unbiased predictions, we introduce prototypical
routing, providing accurate task priors to guide predictions
across tasks. Extensive experiments conducted on CIFAR-
100, Tiny-ImageNet, ImageNet-Subset, and ImageNet-Full
consistently demonstrate the superior performance of our
method compared to previous state-of-the-art approaches.
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Álvarez, Arun Mallya, Derek Hoiem, Niraj Kumar Jha, and
Jan Kautz. Dreaming to distill: Data-free knowledge transfer
via deepinversion. 2020 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pages 8712–8721,
2019. 2

[50] Lu Yu, Bartlomiej Twardowski, Xialei Liu, Luis Herranz,
Kai Wang, Yongmei Cheng, Shangling Jui, and Joost van de
Weijer. Semantic drift compensation for class-incremental
learning. 2020 IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR), pages 6980–6989, 2020.
1, 2, 6, 7

[51] Friedemann Zenke, Ben Poole, and Surya Ganguli. Contin-
ual learning through synaptic intelligence. In International
conference on machine learning, pages 3987–3995. PMLR,
2017. 2

[52] Da-Wei Zhou, Qi-Wei Wang, Han-Jia Ye, and De-Chuan
Zhan. A model or 603 exemplars: Towards memory-efficient
class-incremental learning. In The Eleventh International
Conference on Learning Representations, 2022. 2

24034



[53] Kaiyang Zhou, Yongxin Yang, Yu Qiao, and Tao Xiang. Do-
main generalization with mixstyle. In International Confer-
ence on Learning Representations, 2020. 8

[54] Fei Zhu, Zhen Cheng, Xu-Yao Zhang, and Cheng-Lin Liu.
Class-incremental learning via dual augmentation. In Neural
Information Processing Systems, 2021. 6, 7

[55] Fei Zhu, Xu-Yao Zhang, Chuan Wang, Fei Yin, and Cheng-
Lin Liu. Prototype augmentation and self-supervision for
incremental learning. 2021 IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pages 5867–
5876, 2021. 2, 5, 6, 7

[56] Kai Zhu, Wei Zhai, Yang Cao, Jiebo Luo, and Zhengjun Zha.
Self-sustaining representation expansion for non-exemplar
class-incremental learning. 2022 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pages
9286–9295, 2022. 1, 2, 6, 7

[57] Kai Zhu, Kecheng Zheng, Ruili Feng, Deli Zhao, Yang Cao,
and Zheng-Jun Zha. Self-organizing pathway expansion for
non-exemplar class-incremental learning. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, pages 19204–19213, 2023. 7

24035


	. Introduction
	. Related Work
	. Motivation
	. Proposed Method
	. Dual-consistency Inverting for Old Classes
	Semantic Consistency
	Domain Consistency

	. Adapting Network for New Classes
	. Prototypical Routing for Unbiased Predictions

	. Experiments
	. Dataset and Settings
	. Ablation Study and Analysis
	. Comparative Results
	. Visualization

	. Conclusion

