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Figure 1. 3D Generation Results and Applications of RichDreamer. RichDreamer can generate highly-detailed and diverse 3D content
from free-form user prompts. Our method achieves this by first generating the object geometry based on a generalizable Normal-Depth
diffusion model, followed by modeling the physically-based rendering (PBR) materials. Notably, the diverse crocodile-theme objects at the
bottom highlights the generalization ability of our method. The abbreviation of text prompts are shown beside the corresponding objects

(full prompts can be found in the supplementary materials).

Abstract

Lifting 2D diffusion for 3D generation is a challenging
problem due to the lack of geometric prior and the com-
plex entanglement of materials and lighting in natural im-
ages. Existing methods have shown promise by first creat-
ing the geometry through score-distillation sampling (SDS)
applied to rendered surface normals, followed by appear-
ance modeling. However, relying on a 2D RGB diffusion
model to optimize surface normals is suboptimal due to
the distribution discrepancy between natural images and
normals maps, leading to instability in optimization. In
this paper, recognizing that the normal and depth infor-
mation effectively describe scene geometry and be auto-
matically estimated from images, we propose to learn a
generalizable Normal-Depth diffusion model for 3D gen-
eration. We achieve this by training on the large-scale

* Equal contribution.
T Work done during internship at Alibaba.
¥ Corresponding author: hanxiaoguang @cuhk.edu.cn.

LAION dataset together with the generalizable image-to-
depth and normal prior models. In an attempt to alleviate
the mixed illumination effects in the generated materials,
we introduce an albedo diffusion model to impose data-
driven constraints on the albedo component. Our exper-
iments show that when integrated into existing text-to-3D
pipelines, our models significantly enhance the detail rich-
ness, achieving state-of-the-art results. Our project page is
at https://aigc3d.github.io/richdreamer/.

1. Introduction

Image generation models have witnessed notable advance-
ments in controllable image synthesis [56, 61]. This re-
markable progress can be attributed to the scalability of
generative models [21, 68] and utilization of the large-scale
training datasets consisting of billions of image-caption
pairs scrapped from the internet [63]. Conversely, due to the
limited scale of the publicly available 3D datasets, existing
3D generative models are primarily evaluated for category-
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specific generation and face challenges when attempting to
generate novel, unseen categories [15, 18, 93]. It remains
an open problem to create a comprehensive 3D dataset to
facilitate generalizable 3D generation.

Recently developments in the field of text-to-3D, such as
DreamFusion [52], have demonstrated impressive capabil-
ities in zero-shot generation. This is achieved by optimiz-
ing a neural radiance field [46] through score distillation
sampling (SDS) [52, 76] using a 2D diffusion model [62].
Subsequent to this, several methods have been proposed to
improve the quality of the generated objects [7, 35, 45, 78].
However, the approach of lifting from 2D to 3D has pre-
sented two primary challenges. Firstly, 2D diffusion mod-
els tend to lack multi-view constraints, often leading to the
emergence of multi-face objects, a phenomenon referred
to as the “Janus problem” [52, 76]. To address this issue,
recent advancements in multi-view-based diffusion models
have shown success in mitigating these multi-face artifacts
[67, 95].

Secondly, given the inherent coupling of surface geom-
etry, texture, and lighting in natural images, the direct use
of 2D diffusion models for the simultaneous inference of
geometry and texture is considered suboptimal [7]. This
suggests a two-stage decoupled approach: first, the genera-
tion of geometry, followed by the generation of texture. The
recent Fantasia3D [7] method has shown promise in this de-
coupling strategy, yielding notably improved geometric re-
constructions. However, Fantasia3D relies on 2D RGB dif-
fusion models to optimize normal maps, leading to data dis-
tribution discrepancies that compromise the quality of geo-
metric generation and introduce instability in optimization.
This limitation underscores the pressing need for a robust
prior model to provide an effective geometric foundation.

In this work, we aim to develop a robust 3D prior model
to push forward the decoupled text-to-3D generation ap-
proach. Creating a model that offers 3D geometric priors
typically requires access to 3D data for training supervision.
However, amassing a large-scale dataset containing high-
quality 3D models across diverse scenes is a challenging
endeavor due to the time-consuming and costly process of
3D object scanning and model design [11, 59, 83, 91]. The
limited scale of the publicly available 3D datasets presents
a critical challenge: how fo learn a generalizable 3D prior
model with limited 3D data?

Recognizing that the normal and depth information can
effectively describe scene geometry and can be automati-
cally estimated from images [57], we propose to learn a
generalizable Normal-Depth diffusion model for 3D gen-
eration (see Fig. 1). This is achieved by training on the
large-scale LAION dataset [63] to learn diverse distribu-
tions of normal and depth of real-world scenes with the
help of the generalizable image-to-depth and normal prior
models [3, 58]. To improve the capability in modeling a

more accurate and sharp distribution of normal and depth,
we fine-tune the proposed diffusion model on the synthetic
Objaverse dataset [11]. Our results demonstrate that by pre-
training on a large-scale real world dataset, the proposed
Normal-Depth diffusion model can retain its generalization
ability after fine-tuning on the synthetic dataset, indicating
that our model learns a good distribution of diverse normal
and depth in real-world scenes.

Given the inherent ambiguity in the decomposition of
surface reflectance and illumination effects, textures gener-
ated by existing methods often retain shadows and specular
highlights [60]. In an attempt to address this problem, we
introduce an albedo diffusion model to provide data-driven
constraints on the albedo component, enhancing the disen-
tanglement of reflectance and illumination effects.

In summary, the key contributions of this paper are as
follows:

* We propose a novel Normal-Depth diffusion model to
provide strong geometric prior for high-fidelity text-to-
3D geometry generation. By training on the extensive
LAION dataset, our method exhibits remarkable gener-
alization abilities.

* We introduce an albedo diffusion model that acts as a
data-driven regularization for albedo, resulting in a more
accurate separation of reflectance and illumination ef-
fects.

» Experiments demonstrate that integrating our models into
existing text-to-3D pipelines yields state-of-the-art results
in both geometry and appearance modeling.

2. Related Work

3D Generative Model The creation of high-quality 3D
content is gaining increasing importance in various appli-
cations. Generative models directly learn the data distribu-
tions of the 3D data, enabling data sampling. Existing meth-
ods have yielded promising results by representing scenes
using various 3D representations, including voxels [20, 82],
point clouds [42, 51, 92], meshes [15, 39], and implicit
fields [1, 6, 10, 13, 18, 28, 29, 48, 77, 90, 93]. However,
these methods primarily demonstrate their generative capa-
bilities within limited categories of objects due to the re-
stricted scale of 3D training datasets. In contrast, our ap-
proach addresses the text-to-3D problem by extending 2D
diffusion to the 3D domain, allowing for better generaliza-
tion across diverse scenes specified by user prompts.

2D Diffusion for 3D Generation Recent research has
demonstrated the generation of 3D objects from user
prompts, leveraging pre-trained models like CLIP model
[27, 47, 54, 85] or 2D diffusion models [61, 62]. No-
tably, DreamFusion [52] achieves zero-shot text-to-3D gen-
eration by optimizing a neural radiance field (NeRF) [46]
through score distillation sampling (SDS) with a 2D diffu-
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Figure 2. Overview of the proposed RichDreamer. We introduce a generalizable Normal-Depth diffusion model that is trained on the
LAION-2B dataset with normal and depth predicted by Noraml-Bae [3] and Midas [58], followed by fine-tuning on the synthetic dataset.
Our model can be incorporated with the DMTet and NeRF representations to enhance the geometry generation. To alleviate the ambiguity
in appearance modeling, we propose an albedo diffusion model to impose data-drive prior on the albedo component.

sion model. Concurrently, SJC [76] employs score Jacobian
chaining for the 3D generation.

Encouraged by these promising results, numerous works
have focused on improving the quality of generated ob-
jects through approaches such as coarse-to-fine optimiza-
tion [9, 35], decoupled generation [7], new score distillation
[78], improved optimization strategies [2, 2, 8, 22, 25, 45,
64, 73, 81, 86], and incorporating parametric shape model
[19, 26, 34, 94] etc. As generating a 3D model typically
involves hours of optimization, some methods explore effi-
cient 3D representations (e.g., hashgrid [49] and 3D Gaus-
sian splatting [30]) or improved training strategy to accel-
erate the optimization [17, 41, 71, 88]. Alongside the rapid
development of the text-to-3D field, several methods have
also adopted 2D diffusion models for the problem of 3D
generation from image condition [1, 12, 16, 36, 44, 53, 55,
72, 84, 96, 97]. However, as 2D diffusion models tend to
lack multi-view constraints, these methods often suffer from
the multi-view inconsistency issue, resulting in less desir-
able 3D generation outcomes.

Geometry Prior for Diffusion Models To enhance diffu-
sion models for generative novel-view synthesis [5, 37, 79],
Zero-1-to-3 [37] fine-tunes the Stable Diffusion model [61]
to synthesize novel views conditioned on relative poses.
Recent approaches have significantly improved the consis-
tency of the generated multi-view images by performing
multi-view diffusion [38, 66, 67, 70, 74, 80, 87, 95]. For
example, MVDream [67] fine-tunes a pre-trained diffusion
model on the synthetic Objaverse dataset [11] to simulta-
neously generate a set of 4-view images of the same ob-
ject, conditioned on the camera poses. While these methods
effectively address the multi-view inconsistency problem,

they perform diffusion in RGB image space, making them
less suitable for the decoupled generation approach where
the geometry is generated before appearance.

There are methods incorporating more explicit geomet-
ric constraints into the diffusion models. LDM3D [69] in-
troduces an RGB-D diffusion model on the LAION-400M
dataset. However, this model is not validated for text-to-3D
generation. Concurrent to our work, SweetDreamer [33]
proposes to align the geometric prior in 2D diffusion using a
canonical coordinate map (CCM) representation. However,
CCM implicitly requires the training objects to be aligned
and can only be obtained from synthetic 3D datasets, poten-
tially limiting its generalization and scalability. Wonder3D
[40] introduces an RGB-Normal diffusion model on the Ob-
javerse dataset. HumanNorm [24] proposes two disjoint dif-
fusion models, one for normal and the other for depth, on
a 3D Human dataset of 2952 body models. In contrast, our
model jointly learns the distribution of normal and depth,
and was pre-trained on the extensive LAION-2B dataset to
improve the generalization ability. In addition, we introduce
an albedo diffusion model to better model appearance.

3. Method

In this section, we introduce a Normal-Depth diffusion
model and an albedo diffusion model to push forward the
decoupled 3D generation pipeline, where the geometry is
first generated followed by the appearance modeling (see
Fig. 2).

Overview The existing approach for decoupled genera-
tion [7] adopts a text-to-image diffusion model (i.e., Stable-
Diffusion [61]) to optimize the rendered surface normals of
the object for geometry generation. However, this direct
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application is suboptimal due to the discrepancy in data dis-
tribution between natural images and normal maps, often
leading to unstable optimization and compromised geomet-
ric fidelity [7]. As a result, appropriate geometry initializa-
tion (e.g., 3D ellipsoids with different shapes and orienta-
tions, or coarse 3D models) is often needed to achieve good
results for different prompts. In response, we propose to
learn a 3D-aware diffusion model tailored for 3D geometry
generation. Specifically, we introduce a Normal-Depth dif-
fusion model pre-trained on an extensive real-world dataset
and further fine-tuned on a synthetic dataset, to offer con-
sistent guidance for geometry generation.

Another critical issue in text-to-3D generation is the in-
accurate appearance modeling, where materials intermingle
with the lighting effects like shadows and specular high-
lights, often resulting in imprecise relighting. In an attempt
to address this, our method integrates an albedo diffusion
model to regularize the albedo component of the materials,
effectively separating the albedo from the influence of light-
ing artifacts.

3.1. Normal-Depth Diffusion Model

To endow the diffusion model with 3D geometric priors for
3D generation tasks, we introduce a novel Normal-Depth
diffusion model. Different from existing methods that ei-
ther learn a normal or a depth diffusion model [24, 69], our
model captures the joint distribution of normal and depth,
leveraging their intrinsic complementary nature-depths de-
scribe the macrostructure of the scene while normals pro-
vide local surface details.

Model Architecture = We adapted the architecture of
the publicly available text-to-image diffusion model, Sta-
ble Diffusion (SD) [61], with minor modifications. SD
incorporates a variational auto-encoder (VAE) with KL-
regularization [31], and a latent diffusion model (LDM).
The VAE maps an image of size 512 x 512 to and from
a latent space of size 64 x 64, and the LDM is a UNet de-
noiser that learns to denoise the latent feature guided by the
text prompt.

For our purpose, we extended the input and output chan-
nel number of SD’s VAE from three to four channels to en-
compass three for normals and one for depth, keeping other
components unchanged.

Pre-training on Real-world Data  The LAION-2B
dataset, comprising billions of correlated image and text
pairs, served as our foundational training resource [63].
We prepared our training set with text prompts paired with
corresponding normal and depth maps, utilizing Normal-
Bae [3] and Midas-3.1 [58], which are leading methods for
monocular normal and depth estimation.

We first trained the Normal-Depth VAE to learn the joint
distribution of normal and depth with the MSE reconstruc-
tion loss, adversarial loss, and the KL-regularization loss

[14, 61]. We then trained the LDM to enable text to Normal-
Depth generation. Denoting z as the normal and depth data,
£ the encoder, z the latent feature, and ¢y the UNet denoiser,
the objective for training LDM can be written as:

Liom = E.vg@)ytenon [leolze,y,t) — €3], (D

where z; is the noised latent variable at a specific denois-
ing timestep ¢, and y the text embedding obtained from the
CLIP model [54]. Our results show that the pre-training on
the real-world dataset is crucial to maintain the generaliza-
tion ability on diverse prompts.

Fine-tuning on Synthetic 3D Data To enhance object-
level 3D generation, we fine-tuned our Normal-Depth LDM
on the Objaverse dataset [11], which features ground-truth
3D models. We render the ground-truth normal and depth
maps with the provided object. In the fine-tuning stage, we
employed a four-view diffusion technique proposed by MV-
Dream [67]. The camera poses are mapped by a simple
Multilayer Perceptron (MLP) to be the camera embeddings,
which will be added to the time embedding to be accessed
by the diffusion model. The training objective in the fine-
tuning stage is:

ELDM = Ez,y,e,t,em/\/(o,l) “|€9(zta Y, t) - 6”3] ) 2

where c is the camera condition.

Implementation Details For training on the LAION
dataset, we follow the data filtering strategy used in the
training of SD v2.1 to ensure high-quality data selection.
The image is resized to 384 x 384 as input to Midas for
estimating normal and depth. The computational expense
for training the Normal-Depth VAE and LDM amounted to
1,344 and 11,520 GPU hours respectively on A100-80G
GPUs. More details can be found in the supplementary ma-
terials

For fine-tuning on the Objaverse dataset, for each 3D ob-
ject, we established camera positions within a radial dis-
tance of 1.4 to 2.0 units and an elevation angle spanning 5
to 30 degrees. We rendered 24 views per object, distributed
uniformly across azimuth angles. To enhance the dataset
quality, we discarded objects whose rendered images scored
low in relevance to the object names as determined by CLIP
scores, resulting in a pool of 270,000 training objects. The
text prompts used in training were obtained by a hybrid ap-
proach: 30% stemmed from object tags and names, and the
remaining 70% were from Cap3D [43]. The fine-tuning uti-
lized a batch size of 512 with gradient accumulation per-
formed every 8 batch. This was conducted on 8 GPUs for
one week, reaching a total of 20, 000 iterations.

3.2. Geometry Generation

Score Distillation Sampling (SDS) Existing 2D lifting
approaches for text-to-3D typically employ either a NeRF
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representation [46, 52] or the hybrid DMTet representation
[35, 65] to represent the 3D content. Denoting ¢ as the pa-
rameters of a 3D representation and g as the differentiable
rendering function, the rendered image can be expressed as
x = g(¢). DreamFusion [52] introduces a Score Distilla-
tion Sampling (SDS) process that leverages gradient-based
score functions to guide the optimization of parameters in
3D representation for object generation:

ox
¢’

3)
where the expression (€g(z;y,t) — €) represents the differ-
ence between the actual noise € and the noise estimated by
the UNet eg. The term w(t) is a weighting term that depends
on the timestep ¢, and y indicates the text embedding.

Fantasia3D [7] shows that the SDS loss derived from the
image diffusion model (e.g., Stable Diffusion [61]) can be
applied to the rendered normal maps from a DMTet for ge-
ometry generation.

VgLsps(d,x = g(9)) = Ere |w(t)(ea(z3y,t) —€)

Normal-Depth Diffusion for 3D Generation Compared
to the image diffusion model, our Normal-Depth diffusion
model is specifically designed for modeling the joint dis-
tribution of normal and depth maps. It provides effective
supervision for geometry optimization.

We utilize a DMTet representation and integrate our
Normal-Depth diffusion model into the coarse-to-fine ge-
ometry generation pipeline of Fantasia3D [7]. The normal
and depth of the object can be efficiently rendered using dif-
ferentiable rasterization [32]. The geometry generation loss
function is defined as:

Leo = )‘SDEEBS—Normal + ANDﬁlS\I]I))S—NDv 4)

where the first loss term is employed in Fantasia3D [7] to
enforce SDS on the rendered normal maps using Stable Dif-
fusion. The second loss term is enabled by our Normal-
Depth diffusion model to impose SDS on the composite of
the rendered normal and depth maps. By default, we initial-
ize the DMTet as a Sphere.

Integration with NeRF Since normal and depth maps can
be derived from the NeRF representation using volume ren-
dering, our Normal-Depth diffusion model can also be uti-
lized to optimize NeRF using the loss defined in Eq. (4).
Given that the normal and depth maps derived from NeRF
can be noisy at the start of the optimization, we impose SDS
loss on the rendered RGB images with SD during the first
1,000 iterations to warm up the optimization.

Recognizing that the NeRF representation is more flexi-
ble in modeling complex structures during optimization, we
also investigate the idea of converting the optimized NeRF
to DMTet as the initialization for geometry refinement.

Optimization For geometry generation, we accelerate
the SDF function in DMTet with an efficient hash encod-

ing [49]. The loss weights Asp and Axp are both set to 1.
The optimization process takes approximately 1.5 hours on
a single GPU with 30 GB of memory.

3.3. Appearance Modeling

Physically-based Rendering For DMTet representation,
in line with prior studies [7, 50], we employ the Physically
Based Rendering (PBR) Disney material model [4], which
integrates a diffuse term with a specular GGX lobe [75].
The material property of a surface point is determined by
the diffuse color kg € R3, roughness k, € R, metallic term
k,, € R, and normal variation in tangent space k,, € R3.
We parameterize the spatially-varying materials of the sur-
face by a learnable MLP f,, with parameters 1) to predict
material parameters for input 3D point p as:

(kdvkrakmvkn) = fi/)(p)' ()

By specifying the environment lighting and the camera
viewpoint, the image color can be computed using a dif-
ferentiable renderer based on the surface geometry and ma-
terials [50].

The existing method optimizes materials by imposing
SDS loss on the final rendered RGB images [7]. However,
this approach may lead to inaccuracies in material decom-
position due to the inherent challenges in disentangling ma-
terial components based solely on color.

To regularize the material generation, an ideal prior
model should effectively regularize both the diffuse and
specular components. However, due to the varied creation
methods of existing 3D models and the lack of standard-
ization [11], it is challenging to acquire a comprehensive
dataset with consistent and accurate ground truth for the
specular component. In light of this difficulty, we intro-
duce an albedo diffusion model to decouple the albedo from
complex lighting effects, serving as a preliminary approach
to mitigate the challenge of mixed illumination.

Depth-Conditioned Albedo Generation A direct solution
for the albedo diffusion model involves fine-tuning a text-
to-image diffusion model using paired data of text prompts
and albedo maps. While this method is effective for sam-
pling, it falls short for 3D generation due to potential mis-
alignments between the generated albedo and the geometry.
To ensure the alignment of generated albedo maps with ge-
ometry, we employ the depth map from the corresponding
viewpoint as a condition within the albedo Latent Diffusion
Model (LDM). Specifically, we concatenate the depth map
with the latent features to serve as input for the UNet de-
noiser [56]. We also employed the four-view diffusion strat-
egy proposed by MV-Dream for the albedo diffusion model.
We fine-tune the SD 2.1 on the Objaverse dataset [11] to
capture the albedo distribution with the following training
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objective:

L Atbedo = Ez”,y,e,t,GNN(O,l) |:||€0a (Zga Y, ¢, d, t) - 6”%] ’

(6)

where z“ represents the latent feature of the albedo map,
and d is the depth condition.

Loss Function The loss function for appearance modeling
is expressed as:

- SD Albedo
EAPP = ASDESDS—RGB + AAlbedOESDS—A]bedO’ ™)

where the first term reflects the SDS on the rendered RGB
images using SD, and the latter term is the SDS imposed on
the albedo component by our Albedo diffusion model.

Optimization For appearance modeling, the loss weights
Asp and Ay are also set to 1. The optimization takes around
20 minutes on a GPU. After optimization, the material prop-
erties can be sampled at surface points and compiled into a
2D texture map [7, 50, 89], which can be directly imported
into existing graphics engines for applications.

4. Experiments

In this section, we thoroughly evaluate the effectiveness of
our proposed text-to-3D method by conducting a compre-
hensive comparison with state-of-the-art approaches.

Model Variants As discussed in Section 3.2, our
Normal-Depth diffusion model can be applied to opti-
mize DMTet and NeRF. To better verify the effective-
ness of our Normal-Depth Diffusion model, we have de-
signed two model variants for text-to-3D. The first model,
denoted as Ours (Sphere), initializes the DMTet with a
Sphere for geometry generation. The second model, de-
noted as Ours (NeRF), first optimizes a NeRF with our
Normal-Depth diffusion model and then converts the NeRF
to DMTet as an initialization for geometry generation.

Baselines We conducted extensive comparisons with a
variety of baseline methods, including both DMTet-based
and NeRF-based methods. For the DMTet-based meth-
ods, we compared our approach against the state-of-the-
art Fantasia3D method [7], utilizing its publicly available
official code with DMTet initialized as a Sphere. In the
case of NeRF-based methods, we evaluated our approach
against multiple competitors, including DreamFusion-IF
[52], Magic3D-IF [35], TextMesh-IF [73], and Prolific-
Dreamer [78]. As there is no publicly available code for
these four methods, we used the implementation from three-
studio [17], and IF indicates the DeepFloyd IF* diffusion
model. We also compared our method with the state-of-the-
art NeRF-based method, MVDream [67], using its publicly
available official code.

* https://github.com/deep-floyd/IF

SweetDreamer [33] is a contemporaneous work that is
compatible with DMTet and NeRF. Given the absence of a
public implementation, we conducted a fair comparison by
evaluating our results against those presented on its website
using identical prompts in the supplementary materials.

4.1. Evaluation on Text-to-3D

We conducted evaluations in two key aspects: geometry
generation and textured model generation.

Evaluation on Geometry Generation Evaluating the
quality of generated geometry is a complex problem due to
the lack of standard metrics. To objectively evaluate the ge-
ometry’s quality, we employed a rendering-based approach.
Specifically, to isolate the geometric attributes from the in-
fluence of texture, we rendered the generated geometry with
a uniform albedo and then calculated the CLIP score [54]
using the provided text prompts and CLIP model (vit-g-14).
This process involved generating 16 different views for each
object (a total of 113 objects) and computing the average
score after removing the highest and lowest scores.

Table 1 (the first row) shows that two variants of our
method achieve the top two values in the average CLIP
scores in uniform rendering, demonstrating that our method
outperforms existing methods in geometry generation. Vi-
sual results in Fig. 3 clearly show that our method can
produce 3D content with exceptionally detailed geometry
aligned with the text prompts, indicating the effectiveness
of the proposed Normal-Depth diffusion model.

Evaluation on Textured Model Generation In parallel
with the geometry evaluation, we assessed the quality of
the generated textured models. To accomplish this, we com-
puted CLIP scores for the rendered images of the textured
models. As in the geometry evaluation, we rendered 16
distinct views and computed the average scores. Table 1
(the second row) shows that the two variants of our method
achieve the second and third highest scores, outperform-
ing most of the existing methods. Our result is slightly
lower than that of the ProlificDreamer with a comparison of
31.7099 vs. 31.8022. The reason might be that the Prolific-
Dreamer additionally fine-tunes the diffusion model with
LoRA [23] during optimization, which might lead to a ren-
dered image that better fits the text prompts. However, the
visual comparison of textured model generation in Fig. 3
shows that our method generates much more accurate and
detailed models. These results verify the design of our de-
coupled text-to-3D generation approach.

User Study To further assess the visual quality of the
generated 3D models, we conducted a comprehensive user
study. We separately compare the two variants of our
method with existing methods. We collected a set of
87 prompts from DreamFusions, Sweetdreamer, and MV-
Dream. 119 and 192 participants were involved for the
comparison of “Ours (NeRF) vs. existing methods” and

9919



DreamFusion-IF  TextMesh-IF

N
A

Magic3D-IF  ProlificDreamer

Fantasia3D MVDream Ours (NeRF)

2. &

Ours (Sphere)

“A serene monastery perched atop a misty mountain, with traditional architecture, peaceful gardens, and a breathtaking view, 8K

“A wide angle DSLR photo of a humanoid banana sitting at a desk doing homework”

Figure 3. Visual comparison between our method and existing methods.

Table 1. Quantitative comparison with existing methods. The geometry CLIP score is measured on the shading images rendered with
uniform albedo, and the appearance CLIP score is measured on the images rendered with textured models (values the higher the better).

DreamFusion-IF  Magic3D-IF  TextMesh-IF  ProlificDreamer Fantasia3D (Sphere) MVDream Ours (NeRF)  Ours (Shpere)

Geometry CLIP Score 17.4548
Appearance CLIP Score 24.1091

20.1157
27.8231

18.2222
25.1218

23.3818 17.5398
31.8022

24.8003
28.7331

26.0570
31.3551

25.8820

26.4055 31.7099

“Ours (Sphere) vs. existing methods” respectively, with
each participant undertaking 40 and 47 testing.

In each test case, participants simultaneously viewed the
text prompt, textured models, and normal maps generated
by various methods and were then asked to vote for the best
textured model and geometry model. Figure 4 presents the
results of our user study. Our method with NeRF represen-
tations received 75% and 70 of votes for “the best textured
model” and “the best geometry”. Our method with Sphere
initialization received more than 59% and 58 of votes for
the two comparisons. These results show that our method
clearly outperforms existing methods in generating geome-

try and textured models.
4.2. Method Analysis

Effects of the Normal-Depth Diffusion Model To ex-
plore the impact of the proposed Normal-Depth diffusion
model in the context of text-to-3D, we show results of ge-
ometry generation without using the SDS loss from the SD
model. Figure 5 and Table 2 show that only using our
Normal-Depth model can robustly generate geometry with
a coherent structure. When the SD model is incorporated
alongside our Normal-Depth model, the resulting geometry
exhibits finer details and an improved shape. These findings
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Figure 4. User study for text-to-3D.

Geometry Comparison

Table 2. Ablation study for geometry generation.

ND Only ND (w/o LAION) + SD ND + SD

Geometry CLIP Score 24.1070 24.2601 25.8820
Appearance CLIP Score  29.5379 29.7522 31.7099
ND only ND (w/o LAION) + SD ND + SD

Figure 5. Ablation for the Normal-Depth (ND) diffusion model
for geometry generation. Prompt: “A fox plays a cello”.

suggest that our Normal-Depth model serves as a valuable
3D geometric prior for the overall structure, while the SD
model excels in generating surface details.

Effects of Pre-training on LAION dataset To evalu-
ate the impact of pre-training on the LAION-2B dataset
using normal and depth generated by existing methods
[3, 58], we conducted a comparison with a baseline model
that directly fine-tunes on the synthetic Objaverse dataset
[11]. The resulted baseline text-to-3D model is denoted as
ND (w/o LAION)+ SD. Figure 5 illustrates that when the
Normal-Depth model is fine-tuned solely on the synthetic
dataset, its generalization ability significantly deteriorates.
It struggles to generate content that aligns with the user
prompts, and the quality of the generated geometry is no-
tably inferior. In contrast, our method, which involves pre-
training on the expansive LAION dataset, successfully pre-
serves its generalization ability and produces superior re-
sults, which is also evidenced in Table 2.

Effects of Albedo Diffusion Model Figure 6 shows that
the albedo diffusion model can effectively improve the gen-
erated texture and lead to a more accurate appearance.
Without the depth condition, the generated texture fails to
align with the underlying geometry, highlighting the impor-
tance of depth condition in albedo diffusion model. With

w/o Albedo-SDS  w/ Albedo-SDS Normal Map

w/o Depth Condition ~ w/ Depth Condition =~ Normal Map
Figure 6. Ablation results for the albedo diffusion model.

Figure 7. Relighting results. From left to right: results of model
w/o albedo diffusion, shading, and model w/ albedo diffusion.

the inclusion of the albedo diffusion model, the generated

albedo exhibits reduced shadows and specular highlights,
leading to a more realistic relighting results (see Fig. 7).

5. Conclusion

In this work, we presented a generalizable approach to
3D generation through a Normal-Depth diffusion model,
trained extensively on real-world data before undergoing
fine-tuning with synthetic datasets. We also introduced a
depth-conditioned albedo diffusion model that facilitates
the separation of material attributes and lighting effects.
Our models seamlessly integrate into current text-to-3D
pipelines and demonstrate compatibility with the NeRF and
DMTet representations. Extensive experiments show that
our method achieves state-of-the-art text-to-3D results in
both geometry and appearance modeling.
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