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Figure 1. Left: we illustrate the challenges of Activities of Daily Living. Notice the visual similarity in the action pairs (PourFromBottle,
PourFromKettle) and (Snap Fingers, Shake Fist). Also notice the significant change in appearance when viewing Brushing Hair from
different angles. Right: we present an overview of our proposed approach to address these challenges. We induce human pose information
into the representations learned by video transformers. This induction of information is only required during training.

Abstract

Video transformers have become the de facto standard
for human action recognition, yet their exclusive reliance
on the RGB modality still limits their adoption in certain do-
mains. One such domain is Activities of Daily Living (ADL),
where RGB alone is not sufficient to distinguish between
visually similar actions, or actions observed from multiple
viewpoints. To facilitate the adoption of video transform-
ers for ADL, we hypothesize that the augmentation of RGB
with human pose information, known for its sensitivity to
fine-grained motion and multiple viewpoints, is essential.
Consequently, we introduce the first Pose Induced Video
Transformer: PI-ViT (or T-ViT), a novel approach that
augments the RGB representations learned by video trans-
formers with 2D and 3D pose information. The key elements
of T-ViT are two plug-in modules, 2D Skeleton Induction
Module and 3D Skeleton Induction Module, that are re-
sponsible for inducing 2D and 3D pose information into the
RGB representations. These modules operate by perform-
ing pose-aware auxiliary tasks, a design choice that allows
T0-ViT to discard the modules during inference. Notably,
T0-ViT achieves the state-of-the-art performance on three
prominent ADL datasets, encompassing both real-world
and large-scale RGB-D datasets, without requiring poses or
additional computational overhead at inference. We release
code and models at https://github.com/dominickrei/pi-vit/.

1. Introduction

Recently, the task of monitoring Activities of Daily Liv-
ing (ADL) has gained prominence as it enables many ap-
plications, such as advanced security systems or assisting
the elderly. Historically, the learning of ADL representa-
tions has borrowed heavily from the action recognition lit-
erature, where advanced vision models are trained primarily
on internet-sourced videos [8, 26, 28, 46] such as sports,
YouTube, and movie clips. These models, however, are
predominantly appearance-based, aligning actions strongly
with their scenes [24], and do not adequately capture the
intrinsic challenges of ADL. In Figure 1, we present the
challenges in ADL which broadly includes the presence of
visually similar actions and actions captured from differ-
ent camera views. Firstly, ADL involves visually similar
but fine-grained actions, distinguishable through subtle ap-
pearance or motion cues. Secondly, the actors of ADL can
be observed from multiple viewpoints, thus requiring the
learning of view-agnostic representations that can recognize
actions regardless of camera viewpoint.

Video representation learning has undergone a paradigm
shift with the emergence of video transformers [3, 6, 34].
However, despite their effectiveness in learning action rep-
resentations, they predominantly rely only on the RGB
modality. These unimodal RGB representations are insuf-
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Figure 2. An overview of our Pose Induced Video Trans-
former (77-ViT). During training (indicated by dashed lines), the
video transformer incorporates 2D-SIM and 3D-SIM, which pro-
cess skeletons and the intermediate visual representations. During
inference the video transformer is used independently.

ficient to capture the fine-grained details in the videos and
are sensitive to changes in viewpoint. Thus, these models
are suboptimal for ADL and warrant the need for research
directed towards multi-modal representation learning.

Furthermore, huge advancements have been made in the
field of skeleton based action recognition [29, 55, 56, 58]
using 3D human poses, which are inherently viewpoint-
agnostic and offer key positional information for model-
ing human motion. They are effective for some ADL
challenges but they cannot encode appearance informa-
tion. Therefore, a natural idea is to combine RGB and
poses [2, 14, 17,27, 41]. However, these multi-modal meth-
ods require depth sensors for obtaining 3D poses or they
incur high latency due to the computational demands of es-
timating 3D poses from RGB [36, 38]. This brings us to the
main question: What is the best strategy to combine RGB
and Poses without compromising model latency?

We observe that crucial appearance cues for distinguish-
ing visually similar actions are localized in the RGB regions
corresponding to the salient human skeleton joints. Addi-
tionally, the temporal evolution of 3D skeletons effectively
captures fine-grained motion and is viewpoint-agnostic. We
hypothesize that infusing these inherent properties of 3D
skeletons into video transformers will optimize the RGB
representations to address the challenges of ADL.

To this end, we introduce the Pose Induced Video
Transformer, dubbed as PI-ViT or 77-ViT. It utilizes both
2D and 3D skeletons to infuse complementary informa-
tion into the visual token representations learned by video
transformers (see Figure 1). 7T-ViT is composed of two
novel plug-in modules: 2D Skeleton Induction Module (2D-
SIM) and 3D Skeleton Induction Module (3D-SIM). 2D-
SIM leverages 2D skeletons to perform an auxiliary task

of mapping the skeleton joints and visual tokens to provide
extra supervision to the RGB regions containing the rele-
vant skeleton joints involved in an action. This task refines
the RGB representations and enforces the video transformer
to discriminate actions with fine-grained appearance. Con-
versely, 3D-SIM utilizes 3D skeletons to address the chal-
lenges of fine-grained motion and multiple viewpoints. To
realize this objective, 3D-SIM performs an auxiliary feature
alignment task, refining the RGB representations by inte-
grating an optimized 3D skeleton representation for action
classification. These modules, 2D-SIM and 3D-SIM, can
be inserted after any layer of the existing video transformer.
What sets 77-ViT apart is its pose induction through aux-
iliary tasks performed by the modules. This not only en-
forces that the video transformer learn a pose-augmented
RGB representation but also allows for the removal of these
modules during inference, eliminating the need for poses at
inference time.

We summarize the key contributions of our work as:

* The introduction of the first Pose Induced Video Trans-
former, 7T-ViT, that leverages both 2D and 3D Poses for
enhancing video representation learning on ADL.

* 7T-ViT incorporates two novel plug-in modules, 2D-SIM
and 3D-SIM, that are designed to address the challenges
of ADL. These modules perform distinct pose-aware aux-
iliary tasks that enable video transformers to learn fine-
grained and view-invariant representations.

* TT-ViT’s efficacy is demonstrated through superior
performance on the real-world ADL dataset Toyota-
Smarthome, and the largest RGB-D human action recog-
nition datasets: NTU120 and NTU60. 7T-ViT achieves
state-of-the-art results without requiring poses, or addi-
tional computational overhead, during inference.

2. Preliminaries: Video Transformers

In this section, we provide a brief description of the working
principle of existing video transformers [3, 6, 18, 34]. Given
avideo V' with the shape T'x H x W x 3, video transformers
decompose V into disjoint spatio-temporal patches, each of
size T X p X p, where 7 = 1 is similar to image patches [6]
and 7 > 1 is similar to the tublets employed in [3, 18, 34].
Then, these patches are tokenized via a linear projection that
projects the patches to the shape 7, x S, x d,,, where the
spatial dimension S, = [%—‘ . [%1 and d,, is the embed-
ding dimension of the video transformer. Spatio-temporal
positional embeddings are then added to each of the tokens,
enabling them to encode their location in the video. Ad-
ditionally, a classification token is appended, resulting in
a total of T, - S, + 1 tokens. The resulting sequence of
tokens zg can then be processed by a series of video trans-

former blocks. Consequently, the output of the I video
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Figure 3. An overview of the 2D Skeleton Induction Module (2D-SIM). We only visualize a single frame from the video for clarity.
A token-skeleton map is constructed that indicates the presence of human skeleton joints in the RGB regions corresponding to the visual
token. 2D-SIM refines the visual tokens from the video transformer, and uses them to predict the token-skeleton map.

transformer block, z;, can be obtained as

z; = z;_1 + ST-MHSA(LN(z;_1)) (1)

Z; =7 + MLP(LN(Zl)) 2)

where ST-MHSA denotes spatio-temporal multihead self-
attention [6], LN denotes layer normalization [4], and MLP
denotes multi-layer perceptron. In a video transformer com-
posed of L layers, class predictions are computed from the
classification token in z;, via a fully connected layer. The
video transformer is then trained with an entropy loss (L)
computed using the class predictions and ground-truth.

3. Proposed Video Transformer

In this section, we present our Pose Induced Video Trans-
former (77-ViT) which implicitly learns discriminative rep-
resentations for understanding ADL videos. This is accom-
plished by introducing 2D and 3D human skeleton informa-
tion into a vanilla video transformer through the addition of
two modules: (1) the 2D Skeleton Induction Module (2D-
SIM) and (2) the 3D Skeleton Induction Module (3D-SIM).
Throughout this paper, we use the term “pose” to refer to
the abstract configuration of the human joints, and the term
“skeleton‘ to refer the low-level positional coordinates of
the human joints. A high-level overview of 7T-ViT is shown
in Figure 2. Both modules are implemented to perform aux-
iliary tasks that are only required during training, and are
removed during inference, thus requiring no extra computa-
tion during inference.

3.1. 2D Skeleton Induction Module (2D-SIM)

We first describe 2D-SIM, a plug-in module that can be in-
serted after any layer in an existing video transformer ar-
chitecture, and that is designed to address the challenge of

fine-grained appearance in ADL. During the training phase,
the role of 2D-SIM is to refine the video representations
learned by the transformer with detailed human anatomy
information obtained from 2D skeletons. Specifically, 2D-
SIM provides extra supervision to the RGB regions contain-
ing the specific human skeleton joints involved in an action.
This extra supervision is achieved through an auxiliary task
that learns the mapping between the visual tokens and the
skeleton joints. At inference time, 2D-SIM is removed.

Token-Skeleton Map. The first step in 2D-SIM is the
construction of a token-skeleton map that defines the corre-
spondence between the RGB regions and the 2D skeleton
joints. A visual illustration of this mapping can be found in
Figure 3. The tokenization performed by the video trans-
former provides an elegant way to obtain distinct and dis-
crete RGB regions. Hence, we construct a mapping from
visual tokens to 2D skeleton joints. We denote the set of 2D
skeleton joints for a given video V' as

SQD:{(t7]7xvy)}1§t§T71§J§J (3)
where J is the number of human joints contained in the 2D
skeleton and x,y indicates the spatial location of j" joint

in the " frame. Then, a binary map M with the shape
T x Hx W x J is computed through

1 if(¢,5,h,w) €S
Mthwj:{ ( J ) 2D

0 otherwise

“4)

where each value in M indicates the presence or absence
of a particular joint at the pixel level of the input video.
Since the objective is to obtain the mapping at the token
level, we perform max pooling on the binary map M across
the spatio-temporal resolution. Consequently, the token-
skeleton map Ysp is computed with a pooling kernel of size
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Figure 4. An overview of the 3D Skeleton Induction Module (3D-SIM). 3D-SIM processes visual tokens from the video transformer
layer preceding it. A parameterized module transforms these tokens to obtain predicted skeleton features, which are then aligned with
corresponding features generated by a pre-trained 3D skeleton model. During training, the weights of the skeleton model are not updated.

equalto 7 X p X p as
Yap = MaxPool; xpxp(M) 5)

Now, M takes the shape of T}, x S, x J and indicates the
presence or absence of a particular joint af the token level.

Auxiliary Task of 2D-SIM. Since the goal of 2D-SIM
is to learn representations for fine-grained appearance ac-
tions, it enforces extra supervision to the RGB regions con-
taining human joints. This is achieved through the use of
a multi-class skeleton joint classification in the video trans-
former. Given the output tokens of the video transformer at
the layer preceding 2D-SIM, z;, 2D-SIM directly predicts
the presence or absence of every joint for each token in z;.
Thus, it is a parameterized module fop () with a skeleton
joint classification head. The token-skeleton map predic-
tions of 2D-SIM are computed as

Yop = W fap(z1) +b (6)

where W and b are the parameters of the skeleton joint clas-
sification head. In practice, we find that fp () implemented
using a simple fully-connected layer that projects z; from
d, — dp embedding space is sufficient to learn the token-
skeleton mapping. After performing the prediction, the out-
put shape of 2D-SIM aligns with that of the token-skeleton
map, i.e., T,, x S, x J. The loss for 2D-SIM is computed
as the binary cross-entropy between Vs p and 172 D

J
1 i O i O
Lop = 7 Z[yZD log(Y3p) + (1 = Y3p) log(1l — Y3p)]
i=1

(N
3.2. 3D Skeleton Induction Module (3D-SIM)
Next we describe 3D-SIM, which shares the same modular
design as 2D-SIM, allowing it to be inserted after any layer
within the video transformer architecture. Unlike its 2D

counterpart, 3D-SIM leverages 3D skeletons, which are in-
herently viewpoint-agnostic and effective at modeling fine-

grained motion. Specifically, 3D-SIM performs the auxil-
iary tasks of feature alignment and feature classification to
enrich the visual representations with information from 3D
skeletons. Like 2D-SIM, 3D-SIM is only applied during
the training phase and removed during inference. An illus-
tration of 3D-SIM is provided in Figure 4.

3D Skeleton Representation. The first step of 3D-
SIM is to compute the 3D skeleton representation for a
given video. Given a trained 3D skeleton action recogni-
tion model, G, 3D-SIM enforces the RGB representations
learned by the video transformer to align with the skeleton
representations from G. In practice, any 3D skeleton-based
model can be chosen for G, as long as the temporal and joint
dimensions are preserved throughout the model. Given the
visual tokens, z;, of the video transformer layer preceding
3D-SIM, and the corresponding set of 3D skeleton joints:

Ssp ={(t,j,z,y,2)} : 1<t <T,1<j<J (8

we first obtain 3D skeleton representations as Ysp =
G(Ssp), where the shape of Y3p is Ts X J X ds.

Auxiliary Tasks of 3D-SIM. Since the goal of 3D-
SIM is to learn skeleton representations from visual rep-
resentations, it employs two hallucination based auxiliary
tasks. The first is RGB-skeleton feature alignment, and the
second is classifying the hallucinated skeleton features into
action classes in the training distribution. For skeleton fea-
ture alignment, we propose two levels of alignment: (1)
global, and (2) local. Depending on the level of alignment,
we update the skeleton representation Ysp as follows

T, —J ot
%S%Zt:Iijl Yy;  if global

Yap = 9
P {}Z;-'_lY;{D iflocal )

In 3D-SIM, an intermediate visual representation z; is
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computed for the desired alignment level as

7 = s 2 Yh_y7es if global 10)
% 2521 Zs if local

For brevity, we ignore the class token in the above equation.
For clarity, we present the shapes of Y3p and z; obtained at
different alignment levels in Table 1. Due to differences in
temporal sampling between the visual and skeleton models,
T, and T,, may not be equal. In the case where Ts > T,, we
uniformly sample 7, frames from Y3p. In the case where
T < T,, we repeat the last frame.

The final step is to project the visual representations z;
to the embedding space of the 3D skeleton representation.
A parameterized module f5p() can be used to perform the
projection: R

Ysp = fsp(z1) (1)

Similar to 2D-SIM, this parameterized module f3p()
can be implemented using a fully-connected layer that
projects z; from d, — ds embedding space. Thus, the
shape of }73 p is same as Y3p based on the alignment level
(see Table 1). Then, the alignment loss of 3D-SIM is com-
puted using Mean Squared Error (MSE) as

A

cﬁﬁzig;nD—&mQ (12)
where A = 1 for global alignment and A = T for local
alignment in the common visual skeleton semantic space.
Finally, 3D-SIM performs another auxiliary task of classi-
fying the predicted skeleton features into actions. Yap is
processed by a classification head implemented using a FC
layer to obtain logits. Then, the cross-entropy loss £§1§) be-
tween the logits and ground truth action label of V' is com-
puted. This classification auxiliary task improves the dis-
criminability of the predicted skeleton features, thus induc-
ing discriminative 3D skeleton features into the RGB cue.
Thus, the total 3D-SIM loss is obtained as

Lsp = L3 1 L85 (13)

Table 1. Shape of Y3p and z; based on alignment level.

Alignment Level | Shape of Y;p | Shape of z;
Global ds dy
Local Ty X dg Ty X dy

3.3. Pose Induced Video Transformer (77-ViT)

Finally, we integrate 2D-SIM and 3D-SIM together into
the video transformer architecture to obtain 7T-ViT. 7T-ViT
learns unified RGB and pose representations that are view-
invariant and can discriminate fine-grained and similar ac-
tions, facilitated by the complementary nature of 2D-SIM
and 3D-SIM. During the training phase, the modules can
be inserted after any layer of the video transformer inde-
pendently of one another. The total loss that is optimized

during training is:
Liotat = L3° + Lap + L3p (14)

During the inference phase, both modules are removed and
only the backbone video transformer architecture is used.

4. Experimental Results

Datasets. We assess our methods on three popular
ADL datasets: Toyota-Smarthome [13] (Smarthome, SH),
NTU120 [32], and NTU60 [42]. Smarthome comprises
16K videos across 31 actions, using cross-subject (CS) and
two cross-view protocols (CV1, CV2), measured by mean
class accuracy (mCA). NTU120, with 114K videos and
120 actions, follows CS and cross-setup (CSet) protocols.
NTU60, a subset of NTU120, includes 57K videos of 60
actions, using CS and cross-view (CV) protocols. NTU60’s
challenging cross-view-subject [50] (CVS) protocols are
used for ablation studies. Further information on the dataset
details can be found in the supplementary material.
Implementation details. In all experiments, we use a pre-
trained TimeSformer [6] as the backbone video transformer
architecture into which we insert our 2D-SIM and 3D-SIM.
We use Hyperformer [58] as our backbone 3D skeleton
model, G, for 3D-SIM. Default hyperparameter settings for
both modules are shown in Table 4. Additional implemen-
tation details can be found in the supplementary material.

4.1. Comparison with State-of-the-art

We compare our 77-ViT with state-of-the-art (SoTA) ap-
proaches under three categories: (1) Pose Only, (2) RGB
+ Pose, and (3) RGB Only (at inference). For our RGB +
Pose approach, we perform a late fusion between the log-
its from 77-ViT and Hyperformer. This shows that if 3D
Poses are available at inference, our method performs com-
petitively against other RGB + Pose approaches, including
PoseC3D [17] which holds SoTA on NTU120 and NTU60.
Toyota-Smarthome. In Table 2, we present the compari-
son of 77-ViT with the SOTA on Smarthome. 7T-ViT using
only RGB at inference achieves SoTA over approaches in
all three categories, notably on approaches using both RGB
and 3D Poses at inference. 77-ViT also achieves a consid-
erable improvement over the TimeSformer backbone, with
relative improvements of +6.6%, +10.4%, and +6.9% on
CS, CV1, and CV2 protocols respectively. We also find that
2D-SIM and 3D-SIM learn complementary representations,
improving the performance of 77-ViT over 2D-SIM and 3D-
SIM by +0.6% and +2.0% respectively on CS protocol.

NTU120 and NTU60. We present the comparison of 7T-
ViT with the SoTA on NTU120 and NTU60 in Table 3 and
Table 5 respectively. On NTU120, 7T-ViT achieves SoTA
compared to other RGB only approaches on the CS and
CSet protocols. When compared to the baseline video trans-
former, 7T-ViT achieves notable performance boosts by up
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Table 2. Comparison with SoTA on Toyota-Smarthome
dataset. We report the mean class accuracy on cross-subject (CS)
and cross-view (CV1, CV2) protocols. o indicates that the modal-
ity has been used only in training. Bold text indicates best perfor-
mance, underline indicates second best performance. { indicates
results produced by the authors.

Modality
Methods Pose RGB CS CvVy CV,
Pose Only
2s-AGCN [29] v X 60.9 216 323
PoseC3D' [17] v X 506 200 282
Hyperformer' [58] v X 575 31.6 352
RGB + Pose
P-13D [12] v v 542 351 503
Separable STA [13] v v 542 352 503
VPN [14] v v 652 438 54.1
VPN++ + 3D Poses [15] v v 71.0 - 58.1
PoseC3D [17] v v 53.8 215 334
7-ViT + 3D Poses (Ours) v v 731 55.6 65.0

RGB Only (at infe

]

nce)

AssembleNet++ [39] X 63.6 - -
LTN [57] X 65.9 - 54.6
VPN++ [15] 69.0 54.9

69.8 36.6 43.6
65.8 452 510
68.4 50.0 60.6
714 512 623
729 552 648

Video Swin' [34]
MotionFormer! [35]
TimeSformer' [6]
+ 2D-SIM (Ours)
+ 3D-SIM (Ours)
7r-ViT (Ours)

O 0 0 X|[X X O
SNENENENENENENENEN

to +1.4% on CSet protocol. On NTU60, 7T-ViT achieves
SoTA when compared to other RGB only approaches on the
CS protocol, and competitive performance on the CV pro-
tocol (97.9% vs ViewCon’s 98.0%). Consistent with other
datasets, we also observe a performance boost of 7T-ViT
over the TimeSformer backbone (up to +1.1% on CS).

In contrast to Smarthome, we find that 2D-SIM does not
improve the action classification performance on NTU
datasets. We attribute this to the lack of fine-grained ap-
pearance actions in NTU, as these videos are predominantly
captured in controlled laboratory settings. Nonetheless, the
integration of both 2D-SIM and 3D-SIM within the unified
architecture of 7T-ViT facilitates the model’s ability to still
acquire complementary representations from 3D-SIM. We
also note that PoseC3D [17] outperforms 7T-ViT on NTU.
However, it exhibits significantly lower accuracy in real-
world scenarios, particularly in Smarthome environments.
This suggests that PoseC3D’s effectiveness is heavily de-
pendent on the high quality of pose data.

Other video transformers. We argue that the action recog-
nition performance of the video transformer architectures
are already competitive to the previous SoTA [15]. Across
all datasets, 7T-ViT consistently outperforms all the repre-
sentative video transformers [6, 34, 35] substantiating the
effectiveness of 7T-ViT for understanding ADL.

Runtime vs performance. In Fig. 5, we compare runtime
and accuracy of 7T-ViT with the prior SOTA (VPN++) and

Table 3. Comparison with SoTA on NTU120 dataset. We report
the top-1 accuracy on cross-subject (CS) and cross-setup (CS) pro-
tocols. o indicates that the modality has been used only in training.
Bold text indicates best performance, underline indicates second
best performance. t indicates results produced by the authors.

Modality
Methods Pose RGB CS CSet
Pose Only
InfoGCN [10] v X 89.8 912
PoseC3D [17] v X 86.0 89.6
Hyperformer [58] v X 86.6 88.0
3Mformer [55] v X 92.0 93.8
RGB + Pose
VPN [14] v v 86.3 87.8
VPN++ + 3D Poses [15] v v 90.7 925
PoseC3D [17] v v 95.3 964
STAR-Transformer [2] v v 90.3 92.7
3D-Def-Transformer [27] v v 90.5 914
7r-ViT + 3D Poses (Ours) v v 95.1 96.1
RGB Only (at inference)

VPN++ [15] o v 86.7 89.3
ViewCLR [11] X v 86.2 845
ViewCon [41] X v 85.6 875
Video Swin' [34] X v 914 921
MotionFormer' [35] X v 87.0 879
TimeSformer™ [6] X v 90.6 91.6

+ 2D-SIM (Ours) o v 90.5 91.6

+ 3D-SIM (Ours) o v 91.8 92.7
7r-ViT (Ours) o v 919 929

pose-only methods on the Toyota-Smarthome dataset. Run-
times include forward pass and modality extraction (e.g.,
2D/3D pose) times. We find that 7T-ViT surpasses VPN++
in both runtime and performance, and outperforms pose-
only approaches with significantly shorter runtimes. These
achievements are due to 7T-ViT’s use of poses at training
time only. If 3D poses are available to 7T-ViT during in-
ference, it can match the runtimes of pose only approaches
while delivering superior performance.

4.2. Ablation Study

In this section, we ablate the design choices of 2D-SIM and
3D-SIM. Ablations are performed on the Smarthome cross-
subject (SH CS) and NTU60 CVS1 (NTU CVS1) protocols.
What parameterized module should be used? We ab-
late the choice of parameterized modules, fop and f3p,
in Table 4a. We evaluate a single FC layer, a 4 layer
multi-layer perceptron (MLP), and a 2 layer transformer en-
coder [51] (Transformer). We observe that the performance
often improves when a heavier MLP/transformer module is
used (2D-SIM on NTU60 CVS1). On the other hand, these
modules can also degrade the performance (2D-SIM and
3D-SIM on SH CS). We find that a single fully-connected
layer yields strong and consistent performance.

Where should 2D-SIM and 3D-SIM be placed? In Ta-
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Table 4. Ablation studies. We ablate the design choices of 2D-SIM and 3D-SIM on the Smarthome cross-subject (SH CS) and NTU60
CVS1 (NTU CVS1) protocols. For each experiment, we highlight the default design choice in gray.

(a) Choice of parameterized module. A simple
fully connected layer is sufficient.

(b) Comparison of 3D-SIM with traditional dis- (c) Alignment level and position of 3D-SIM.
tillation. 3D-SIM’s auxiliary alignment is best.

Global alignment at position 12 performs best.

. Approach
Dataset | Module Choice of f>p and fsp Baseline (TimeSformer)
HC MLP _Transformer + FD with class token
SHCS 2D-SIM | 72.5 69.9 68.4 + FD with di ;f]] tion tok
3D-SIM | 714 | 707 69.9 ‘b X‘ith Ci:b f‘oi("e‘:l oxen
2D-SIM | 88.0 | 838.74 89.1 . ety
NTU CVSl1 3D-SIM | 90.61 | 9053 90.32 + LD with distillation token

+ 3D-SIM (Ours)

SHCS | NTU CVS1 Dataset | Baseline | Alignment 3D-SIM Position
68.4 86.5 level 1 6 12 1612
67.1 85.1 Global 703 | 689 | 714 | 67.7

SHCS | 6844 Local 688 | 683 | 706 | 69.3
67.6 84.4 ‘ Global+Local | 68.0 | 68.3 | 713 | 70.5
68.3 87.9 NTU Global | 89.0 | 89.0 | 90.6 | 897
69.1 86.7 Cvsi 86.52 ‘ Local 88.8 | 89.1 | 90.3 | 89.3
714 90.6 Global+Local | 88.5 | 89.3 | 90.1 | 90.6

(e) Classification task of 3D-SIM. The classifica-

(d) Token-skeleton map variants. The proposed
joint-specific token-skeleton map performs best.

tion task yields consistently better performance.

(f) Position of 2D-SIM. 2D-SIM performs best
when placed near the beginning of the model.

Alignment level | Classification task

X 2D-SIM Position

Dataset ‘

Variant SHCS | NTU CVS1 Dataset
Token-Skeleton Map 72.5 88.0 SHCS Global
Flat Variant 71.1 87.8 Local
Depth Variant 71.3 87.8 NTU CVS1 iloball
0cal

714 70.6 1 6 12 1,6 1,12
70.6 70.4 NTU CVSI1 | 88.0 | 87.9 | 87.5 | 87.8 | 87.7
90.3 88.6 SH CS 725 | 709 | 69.9 | 70.7 | 70.2
90.6 89.1

Table 5. Comparison with SoOTA on NTU60 dataset. We report
the top-1 accuracy on cross-subject (CS) and cross-view (CV) pro-
tocols. o indicates that the modality has been used only in training.
Bold text indicates best performance, underline indicates second
best performance. T indicates results produced by the authors.

Modality

Methods Pose RGB CS Cv
Pose Only
InfoGCN [10] v X 93.0 97.1
PoseC3D [17] v X 93.7 96.6
Hyperformer [58] v X 90.7 95.1
3Mformer [55] v X 94.8 98.7
RGB + Pose
Separable STA [13] v v 922 94.6
VPN [14] v v 95.5 98.0
VPN++ + 3D Poses [15] Ve v 96.6 99.1
PoseC3D [17] v v 97.0 99.6
STAR-Transformer [2] v v 92.0 96.5
ViewCon [41] v v 937 98.9
3D-Def-Transformer [27] N v 943 979
7-ViT + 3D Poses (Ours) v v 96.3 99.0
RGB Only (at inference)

Glimpse Clouds [5] o v 86.6 93.0
VPN++ [15] o v 93.5 96.1
Vyas et al. [52] X v 823 863
ViewCLR [11] X v 89.7 94.1
Piergiovanni et al. [37] X v - 93.7
ViewCon [41] X v 914 98.0
Video Swin' [34] X v 934 96.6
MotionFormer! [35] X v 85.7 91.6
TimeSformer [6] X v 93.0 97.2

+ 2D-SIM (Ours) o v 93.0 97.0

+ 3D-SIM (Ours) o v 940 97.8
70-ViT (Ours) o v 940 97.9

ble 4f and Table 4c, we ablate the insertion positions of 2D-
SIM and 3D-SIM. 2D-SIM consistently performs best when
placed near the initial layers of the transformer, where it

has access to low-level, non-contextualized [1] tokens. On
the contrary, 3D-SIM performs best when placed near the
deeper layers of the transformer, where it has access to more
high-level tokens with abstract representations.

How should we construct the token-skeleton map? We
explore two alternative variants of the token-skeleton map
and present the results in Table 4d. Recall from Section
3.1 that for a single token, the goal of 2D-SIM is to pre-
dict the presence or absence of specific joints within the
corresponding RGB patch. In the flat variant of the token-
skeleton map, 2D-SIM’s task is to predict if the correspond-
ing patch contains any joint. In the depth variant, we pro-
vide an additional dimension corresponding to depth, and
thus 2D-SIM’s task is to predict the specific joints contained
in each patch, as well as their depth. This demonstrates that
the auxiliary task of token-joint mapping provides relevant
human anatomy-based supervision to the RGB cue, while
depth does not offer the same level of relevant supervision.

Which alignment level is best for 3D-SIM?  In Table 4c,
we explore different alignment levels of 3D-SIM. We ob-
serve that global alignment consistently yields performance
boosts at all positions. In global alignment, the pooling over
the temporal dimension mitigates noise and reduces vari-
ability, facilitating the auxiliary feature alignment task.

Is 3D-SIM’s classification task necessary? In Table 4e,
we present the results of 3D-SIM with and without the ad-
ditional classification task. We find that the inclusion of this
task consistently improves the performance. This additional
task enforces 3D-SIM to learn more discriminative skeleton
representation through feature alignment.

3D-SIM or traditional distillation? In Table 4b, we ab-
late the choice of alignment between RGB and 3D skeleton
representations. A naive approach is to perform traditional
knowledge distillation [25, 48] (KD) from a 3D skeleton
model to the RGB video transformer. These traditional ap-
proaches can be summarized by distilling logits or features
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Figure 5. Runtime vs accuracy plot on gjo\re 6. GradCAM visualization of the base-
line TimeSformer and our 2D-SIM on two fine-
grained appearance actions.

Toyota-Smarthome. Red dashed line in-
dicates use of 3D poses at inference.

into a class token or distillation token. We perform all four
combinations of traditional KD and find them ineffective for
feature distillation. However, 3D-SIM’s feature alignment
task in a different embedding space overcomes the limita-
tions of traditional KD limitations and effectively induces
pose information into video transformers.

4.3. Does 77-ViT Address ADL Challenges?

In this section, we analyze 2D-SIM and 3D-SIM on the
challenges of ADL. In Figure 6, we compare the Gradi-
ent Class Activation Maps (GradCAM) [40] of the baseline
TimeSformer against 2D-SIM on two fine-grained action
videos from Smarthome. We observe that 2D-SIM priori-
tizes RGB regions containing the relevant human joints that
characterize the actions. In Figure 7, we use T-SNE [49]
to visualize embeddings of the baseline TimeSformer and
3D-SIM on nine visually similar actions from NTU120.
We find that 3D-SIM learns more densely grouped clusters
than TimeSformer, highlighting its discriminative power
and ability to disambiguate visually similar actions.

5. Related Works

Recent advancements in vision transformers [16, 18, 33, 48]
have surpassed CNNs [9, 23, 47] on image-based tasks.
Similarly, video transformers [3, 6, 18, 30, 34] have ex-
celled over 3DCNNSs [7, 19, 31] and two-stream CNNs [20,
21, 45] in video tasks. These video transformers, optimized
for web videos, struggle on ADL videos [13, 32,42, 44, 53],
which pose unique challenges. Approaches using hu-
man poses [10, 22, 43, 56] are effective in laboratory set-
tings [32, 42, 54] but limited in real-world videos [13, 44].

Therefore, several approaches combine the RGB and
pose modalities [2, 14, 27] to address the challenges of
ADL. Recently, STAR-Transformer [2] and 3D deformable
transformer [27] have effectively utilized these modalities
within video transformers. Both STAR-Transformer and
3D deformable transformer introduce specialized spatio-
temporal attention mechanisms to enable cross-modal
learning in video transformers. These methods capitalize
on the efficacy of video transformers discussed above.

Action: Pour From Kettle

@ Wield knife towards other person @ Take a photo of other person
® Snapping fingers Shake fist Thumbup @ Flick hair
® Reading ® Writing @ Shoot at other person with a gun

Baseline f 3D-SIM

M| B

Figure 7. TSNE Visualization of the baseline
TimeSformer and our 3D-SIM embeddings on
nine visually similar actions.

While the above approaches combining RGB and pose
are effective, the burden of collecting poses at inference
time is high, as specialized sensors or expensive pose es-
timation is required. Thus, approaches [5, 15, 37] using
only the RGB are desirable. Our proposed 7T-ViT is one
such approach that does not require any pose information
at inference. Closest to our work is VPN++ [15], which
integrates 3D pose information into a CNN-based RGB
backbone through feature and attention level distillations,
and does not require poses at inference. However, our ex-
periments show that these distillations are sub-optimal in
video transformers. Moreover, the previous RGB + pose ap-
proaches overlook the correspondence between 2D skeleton
joints and spatial regions of interest. In contrast, 7T-ViT in-
duces both 2D and 3D pose information within the RGB cue
in video transformers through pose-aware auxiliary tasks.

6. Conclusion

In conclusion, we propose 7T-ViT, the first video trans-
former model leveraging both 2D and 3D human poses for
understanding ADL videos. 7T-ViT consists of two novel
plug-in modules, 2D-SIM and 3D-SIM, which are inserted
into a video transformer model. Each module performs a
distinct auxiliary task that induces human pose knowledge
into the RGB representation space of the model, enabling
70-ViT to address the specific challenges of ADL. Notably,
the modules are only required during training and thus there
is no requirement of poses at inference, drastically reduc-
ing the computational cost of 7T-ViT. We show that 7T-ViT
effectively addresses the challenges of ADL and achieves
state-of-the-art performance on popular ADL datasets.
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