
TimeChat: A Time-sensitive Multimodal Large Language Model
for Long Video Understanding

Shuhuai Ren1*, Linli Yao1∗, Shicheng Li1, Xu Sun1, Lu Hou2

1National Key Laboratory for Multimedia Information Processing,
School of Computer Science, Peking University

2Huawei Noah’s Ark Lab
{shuhuai_ren, linliyao}@stu.pku.edu.cn {lisc99, xusun}@pku.edu.cn

houlu3@huawei.com

The highlight timestamps are in the 
369, 371, 373, 375, 377, 379, 381, 
383, 385, 387, 389 seconds. Their 
saliency scores are 1.4, 2.8, 3.8, 4.0, 
4.0, 4.0, 3.7, 4.0, 3.5, 4.0, 3.3

135 - 175 seconds, trim fat from pork and cut it to slices.  
180 - 209 seconds, cut one green onion into 1 inch size.  
214 - 225 seconds, cut a red onion into strips.  
226 - 242 seconds, chop a chinese broccoli.  
245 - 267 seconds, cut the mushroom into thin slices.  
299 - 323 seconds, boil some udon noodles in water.  
345 - 362 seconds, boil the chinese broccoli and drain it.  
412 - 419 seconds, add the udon noodles and cook.  
425 - 449 seconds, add the premade sauce and stir. 

The specific instruction for this 
step is to combine soy sauce, 
water, and sugar in a bowl from 
274 - 290 seconds.

Temporal Video Grounding Video Highlight Detection

Watch the video and extract a maximum of 10 cooking 
steps. 
For each step, determine the starting and ending times 
and provide a concise description. 

In which video clip does the 
sauce mixing step occur? 
Please provide the starting 
and ending times for that step.

Dense Video Captioning

Find the highlight contents in the 
video corresponding to “frying the 
pork”, determining the highlight 
timestamps and its saliency score 
on a scale from 1 to 5.

TimeChat

User User

TimeChat

Video:

Timestamp:
02:42 04:4003:17 03:36 03:56 05:05 05:54 06:14 06:34 06:53 07:28

274s 290s

User

TimeChat

Score:

Figure 1. An illustration of temporal localization capability of TimeChat. TimeChat is a time-sensitive video large language model. Its
capabilities extend beyond regular video captioning and Q&A. Notably, TimeChat can also follow user instructions to (1) summarize key
events and pinpoint their moments in long videos (left block), (2) locate the start and end timestamps that correspond to user queries (middle
block), and (3) detect highlight clips within the video (right block).

Abstract

This work proposes TimeChat, a time-sensitive multi-
modal large language model specifically designed for long
video understanding. Our model incorporates two key archi-
tectural contributions: (1) a timestamp-aware frame encoder
that binds visual content with the timestamp of each frame,
and (2) a sliding video Q-Former that produces a video to-
ken sequence of varying lengths to accommodate videos of
various durations. Additionally, we construct an instruction-
tuning dataset, encompassing 6 tasks and a total of 125K in-
stances, to further enhance TimeChat’s instruction-following
performance. Experiment results across various video under-
standing tasks, such as dense captioning, temporal ground-
ing, and highlight detection, demonstrate TimeChat’s strong

*Equal contribution

zero-shot temporal localization and reasoning capabilities.
For example, it achieves +9.2 F1 score and +2.8 CIDEr on
YouCook2, +5.8 HIT@1 on QVHighlights, and +27.5 R@1
(IoU=0.5) on Charades-STA, compared to state-of-the-art
video large language models, holding the potential to serve
as a versatile video assistant for long-form video compre-
hension tasks and satisfy realistic user requirements.1

1. Introduction

From educational tutorials to feature films, long-form videos
have been an essential medium in our daily lives. However,
it is both time-consuming and frustrating for individuals

1Our code and dataset are available at https://github.com/
RenShuhuai-Andy/TimeChat.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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to sift through lengthy videos. Instead, human attention
is consistently drawn to meaningful or highlighted visual
segments such as essential steps in a cooking tutorial [60]
or fantastic moments from sports events [15]. An intelli-
gent time-sensitive video assistant to analyze long videos
for users, encompassing temporal localization, timestamp
detection, and key moment summarization, is a longstanding
pursuit of the community. With the emergence of Large
Language Models (LLMs) and their impressive capacity to
execute human instructions [2, 32, 44, 53], a natural question
arises, i.e. Is it feasible to develop an LLM-based assistant
for long-form video comprehension tasks to satisfy realistic
user requirements?

Preliminary endeavors have been made to integrate
video encoders with LLMs for basic video understand-
ing including detailed captioning and question answer-
ing [13, 18, 23, 28, 29, 40, 57]. However, existing Video
LLMs (VidLLMs) can only capture global visual semantics
for short clips and fail to associate the significant video
content with accurate timestamps. For example, Video-
LLaMA [57] and VideoChat [18] struggle to localize and
describe meaningful events in untrimmed videos, leading
to a low accuracy verified in Tab. 2. Two main obstacles
hinder the performance of existing VidLLMs. Firstly, their
rigid compression converting video tokens to a fixed number
(e.g. 32 [57]) is unsuitable for long-form video input [37].
It neglects the video’s duration and results in severe spatial-
temporal semantics degradation when processing massive
frames from long videos. Secondly, they handle video and
timestamp information separately without considering the
explicit time-vision association thus being unable to localize
timestamps accurately.

In this paper, we propose TimeChat, a time-sensitive
multimodal large language model for long video understand-
ing and accurate temporal localization. To handle long video
input, we propose a sliding video Q-Former to accommodate
adaptive video token length during the extraction and com-
pression of video features. Specifically, the video Q-Former
compresses the frames within a sliding window into video
tokens. By temporally moving the window, we can dynam-
ically create a video token sequence of varying lengths to
accommodate videos of various durations. It preserves the
significant visual semantics of long videos and leads to more
expressive and scalable video representation. Furthermore,
to enhance the vision-timestamp association, we propose a
time-aware frame encoder, which explicitly binds the visual
context with the timestamp description of each frame.

To stimulate the intrinsic timestamp localization capabil-
ity of TimeChat and enhance its instruction-following ability,
we construct a novel instruction tuning dataset TimeIT in-
volving diverse timestamp-related user instructions. This
dataset is compiled from a variety of timestamp-associated
long-video datasets with an average video length of 190.8

seconds. It is composed of 6 diverse tasks, 12 widely-used
academic benchmarks, and a total of 125K instances. We
reformat the original academic datasets into dialog style
with manually written high-quality instructions. To our best
knowledge, TimeIT is the first time-sensitive video-centric
dataset designed for instruction tuning, with the aim to facil-
itate the development of VidLLMs.

Utilizing the TimeIT dataset, We perform instruct tuning
on TimeChat and then assess its performance across var-
ious downstream tasks including dense video captioning,
temporal video grounding, and video highlight detection.
Experimental results show that our model substantially out-
performs previous VidLLMs under zero-shot settings, with
+9.2 F1 score and +2.8 CIDEr on YouCook2 [60], +5.8
HIT@1 on QVHighlights [15], and +27.5 R@1 (IoU=0.5)
on Charades-STA [6], respectively. Furthermore, qualitative
results in new domains such as movie [54] and egocentric
videos [7] demonstrate the generalization of TimeChat to-
wards a versatile and practical video assistant.

2. Related Work
2.1. Video Large Language Models

With advancements in Large Language Models (LLMs), nu-
merous studies have endeavored to integrate LLMs with
a video encoder, thereby harnessing the powerful com-
prehension and generation capabilities of LLMs for video
tasks [13, 18, 23, 28, 29, 40, 57]. These studies typically em-
ploy open-source LLMs such as Vicuna [2] and LLaMA [44].
Their key difference lies in how they encode the video into vi-
sion tokens compatible with the LLMs. Representative work
like VideoChat [18] utilizes a video transformer to encode
video features and subsequently implement a Query Trans-
former (Q-Former) [17] to compress video tokens. Video-
LLaMA [57] first uses a vision transformer (ViT) [4] with
an image Q-Former to encode individual frames, and then
employs a video Q-Former for temporal modeling. However,
these methods compress video tokens to a fixed number, re-
sulting in visual semantic degradation when handling lengthy
videos. In contrast, our model TimeChat offers adjustable
compression rates for visual tokens, increasing adaptability
to varying video lengths. Moreover, our model explicitly
establishes a frame-level vision-timestamp relationship to
improve temporal localization capabilities.

2.2. Vision-Language Instruction Tuning

Inspired by the recent success of instruction tuning on
LLMs [34, 47, 48], researchers have adopted vision-
language instruction tuning to improve instruction following
capabilities of Multimodal LLMs [3, 18, 28, 29, 57, 61].
This primarily entails producing high-quality data with
human instructions, which can be categorized into two
technical branches. The first branch [3, 19, 51] inte-
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Timestamp
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…

…
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…

Transcribed Speech (Optional): 

4.9 - 14.7 seconds, Welcome 
back once again to 
howtocook.com, if you 
haven‘t already click that 
button.
14.7 - 14.7 seconds, 
subscribe to our channel. 
…

Sliding Window

Target Output

### Assistant: Sure. 90 – 102 seconds, spread margarine on two slices of 
white bread. 114 – 127 seconds,  place a slice of cheese on the bread ...

User Instruction
### Human: Please watch the video 
and extract a maximum of 10 
significant cooking steps. 
For each step, determine the 
starting and ending times and 
provide a concise description.
The format should be: 'start time - 
end time, brief step description'.

Tokenizer

Tuned parametersText Query token

Video token Frozen parameters

Legend

Figure 2. The overall architecture of TimeChat. Input a sequence of video frames along with their timestamps, (a) Time-aware Frame
Encoder firstly extracts spatial tokens of each frame and binds the visual tokens with the corresponding timestamp description in frame-level.
Then (b) Sliding Video Q-Former establishes temporal relations across frame tokens with a moving sliding window which produces
varied-length video tokens. Finally, the video tokens are concatenated with the optional transcribed speech and the user query as input for a
(c) Large Language Model, which produces appropriate responses.

grates available multi-modal benchmark datasets and con-
verts them to instruction format, with efforts like MultiIn-
struct [51], InstructBLIP [3], and M3IT [19]. The second
branch [16, 18, 24, 28, 61] leverages LLMs such as Chat-
GPT [32] and GPT-4 [33] to create more diverse dialog-
style data. Approaches like MiniGPT4 [61], LLaVA [24],
MIMIC-IT [16], VideoChat [18], and Valley [28] obtain
detailed visual descriptions and build image-centric or video-
centric conversation data from LLMs. However, they all
neglect the time-aware user requests for video understand-
ing. To address this, we propose a time-aware instruction
tuning dataset to enhance the time-vision association ability
of Multimodal LLMs.

2.3. Video Temporal Localization

Temporal localization is a foundational capability in video
understanding tasks, particularly for untrimmed long videos.
There have been miscellaneous time-sensitive video tasks,
including temporal video grounding [27, 49], dense video
captioning [46, 52, 62], video summarization [1, 8, 41, 58],
video highlight detection [15, 30], and step localization [5,
39, 55], etc. These tasks necessitate explicit associations
between video semantics and the corresponding timestamps.
Previous studies [5, 46, 49, 58] tend to settle each task sepa-
rately on specialized downstream datasets. Although recent
works [12, 15, 22, 25, 59] make preliminary attempts to
bridge several tasks, a generalist paradigm based on LLMs
is under exploration. In this paper, we unify a wide range of

time-sensitive video tasks in language modeling format and
take a first step to leverage LLMs.

3. Method

In this section, we present TimeChat, a VidLLM featur-
ing two novel modules: a timestamp-aware frame encoder
and a sliding video Q-Former. These modules enhance our
TimeChat’s ability to localize temporally and understand
long videos (§ 3.1). To further empower TimeChat to follow
human instructions across time-sensitive video tasks, we
collect an instruction-tuning dataset named TimeIT (§ 3.2).
This dataset comprises 6 tasks and 125K instances. Based
on TimeIT, we perform instruction tuning on our model to
unlock its full potential.

3.1. TimeChat Architecture

3.1.1 Overview

TimeChat is composed of a time-aware frame encoder, a
sliding video Q-Former, and a large language model, as
depicted in Fig. 2. Given an input video, the frame encoder
first extracts visual and timestamp features for each frame
independently. Next, the video Q-Former models temporal
relations across frames within a sliding window to produce
video tokens. Finally, these video tokens are concatenated
with optional transcribed speech and user instructions, which
are then fed into the LLM to generate responses.
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3.1.2 Timestamp-aware Frame Encoder

Previous studies typically separate the modeling of visual
semantics and their respective timestamp information of in-
put frames [18, 57]. For example, VideoChat [18] utilizes
a visual encoder to process visual frame semantics but an
LLM to receive timestamp information, e.g. “This video
contains 8 frames sampled at 2s, 4s, . . .,
16s”. As a result, this method fails to directly capture
the time when a visual event occurs. Some alternative ap-
proaches add learnable position (time) embeddings to the
visual tokens [57]. However, this only enables models to
discern frame order, lacking precision in determining the
exact temporal moment.

To mitigate these issues, we introduce a time-aware frame
encoder (green block in Fig. 2) inspired by InstructBLIP [3].
Given a video input V ∈ RT×H×W×3, the encoder first uses
a pre-trained image encoder, i.e. ViT [35, 42], to encode each
frame and obtain frame features. Subsequently, an image Q-
Former further compresses the frame tokens. As Fig. 2 illus-
trates, the Q-Former takes NI learnable queries in dimension
DQ as input. These queries interact with the frame features
via cross-attention and update the initial queries to final NI

visual tokens in dimension DQ [3, 17]. Importantly, during
visual token extraction, we add the frame’s timestamp2, e.g.,
“This frame is sampled at 2s.”, as a condition
to the Q-Former to fuse the visual and timestamp informa-
tion. While our approach shares structural similarities with
InstructBLIP’s Q-Former, the motivations differ. Instruct-
BLIP uses instructions (e.g., “Choose the correct
option to the following question: . . . ” for
VQA tasks) as additional input to extract task-relevant visual
tokens, whereas our Q-Former takes timestamp descriptions
to bind time information to the visual tokens.

3.1.3 Sliding Video Q-Former

After applying the time-aware frame encoder, we obtain
T × NI visual tokens for a T -frames video input. Since
frames are encoded independently, the temporal relationship
across frames has not been modeled yet. To this end, we
incorporate a sliding video Q-Former (yellow block in Fig. 2)
to enhance the feature fusion in the temporal dimension. The
video Q-Former mirrors the structure of the image Q-Former,
it takes NV learnable queries in dimension DQ as input
without timestamps. We design a sliding window of length
LW and within each window utilizing the video Q-Former
extract NV video tokens from LW frames. By sliding the
video Q-Former in strides of S, we can represent the input
video as (T/S)×NV video tokens.

Considering the 3D nature of videos and the redundancy

2Vid2Seq [52] shows comparable performance using relative and abso-
lute timestamps (Tab.13, N=500). For chat-friendliness and simplicity, we
opt for the absolute ones.

in space-time information, the original sequence of visual
tokens (i.e., patches in all frames) can be extremely long [37].
Thus, it’s crucial to condense video information to a reduced
number of video tokens, thereby decreasing the computation
burden on the LLM. However, previous work [13, 18, 23, 57]
usually set a fixed number of video tokens NV , such as 32,
which can result in severe visual semantics degradation when
the number of input frames T is large. Concretely, we define
the compression rate R as the ratio of the number of original
visual tokens to the number of final video tokens. The com-
pression rate for previous work like Video-LLaMA [57] is:

R = (T ×NP )/NV , (1)

where NP is the number of patches of each frame. This
ratio increases with the number of input frames T and can
cause excessive compression for long videos. With our slid-
ing video Q-Former, our compression rate R

′
becomes a

constant value:

R
′
=

T ×NP

(T/S)×NV
=

S ×NP

NV
, (2)

retaining richer semantics for long videos. By adjusting the
stride S, we can control the final number of video tokens
according to the computation budget. Finally, we use a linear
layer to transform the dimension DQ of video tokens to
match the dimension DLLM of the LLM embedding space.

3.1.4 Large Language Model

Ultimately, we concatenate inputs from various modalities,
e.g., the video tokens Xv, text query tokens Xq (including
optional transcribed speech and user instruction), and feed
these into a large language model to generate reasonable
and coherent responses (answers) Xa. Here, Xv, Xq, and
Xa have the same token embedding dimension DLLM . The
training of the VidLLM typically utilizes a two-stage train-
ing framework. The first stage pre-trains the model using
large-scale image/video-text pairs for vision-language align-
ment [17, 20, 26, 36, 38, 50]. The second stage finetunes the
model with instruction data for instruction following. Con-
sidering computing efficiency, we reuse the checkpoints of
the existing open source models after the first stage training
(see § 4.1), conducting only instruction tuning. During the
training procedure, we utilize the language modeling loss for
generating target answers Xa with length LT , which serves
as the objective function:

L = − logPθ(Xa | Xv,Xq)

= −
LT∑
i=1

logPθ (xi | Xv,Xq,Xa,<i) ,
(3)

where θ is the trainable parameters, and Xa,<i refers to
the answer tokens preceding the current prediction token
xi. To better adapt the LLM to video tasks, we apply the
parameter-efficient fine-tuning method, LoRA [10].
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Figure 3. Involved tasks and datasets in the time-aware instruction
tuning dataset. The held-in datasets are colored with yellow blocks
while the held-out datasets are in dashed white blocks.

3.2. Instruction Data TimeIT

To boost TimeChat’s ability to understand time-sensitive
human instructions, we introduce TimeIT, a video-centric
instruction-tuning dataset involving timestamps. This dataset
integrates a wide range of timestamp-associated video
datasets and is characterized by long-form videos.

3.2.1 Task Coverage

TimeIT encompasses 6 longstanding timestamp-related
video tasks, i.e., (1) dense video captioning, (2) temporal
video grounding, (3) step localization and captioning, (4)
video summarization, (5) video highlight detection, as well
as (6) transcribed speech generation. It also incorporates 12
specific datasets [6, 8, 9, 11, 14, 15, 31, 41, 43, 55, 56, 60]
derived from different domains as illustrated in Fig. 3. Please
refer to Appendix A for details. Our dataset accommodates
prevalent user requests involving video timestamps when
interacting with AI assistants in real-world applications.

3.2.2 Data Construction

We convert the above datasets into an instruction-following
format to obtain high-quality video-centric instruction data.
The construction process comprises two main steps including
(1) instruction writing and (2) answer formatting.

Step I: Instruction Writing. The quality and diversity
of instructions are essential in the construction process. We
manually write well-designed instructions for each task as a
good starting. Then we utilize GPT-4 [33] to extend more
diverse and flexible expressions based on the manual initial-
ization. Eventually, we manually select and refine the LLM-
generated instructions to obtain the final version. Inspired
by the observation in M3IT [19] that using around five in-
structions per task is sufficient, we generate six high-quality
instructions for each task. Specific instructions designed for
each task are depicted in Appendix B.

Dataset Time-aware # Tasks # Samples Avg. video len

VideoChat [18] ✗ 3 11K 18.0s
Valley [28] ✗ 2 73K 21.9s
Video-ChatGPT [29] ✗ 1 100K 115.2s
TimeIT (Ours) ✓ 6 125K 190.8s

Table 1. Comparison with existing video instruction tuning data.

Step II: Answer Formatting. Based on the written in-
structions, we further reformulate the task outputs into a
user-friendly natural language response paradigm (format
details are provided in Appendix B). Considering the in-
volved video datasets are manually collected, the overall
quality of TimeIT data is guaranteed.

Tab. 1 compares our TimeIT data with existing video-
centric instruction tuning data, revealing our significant ad-
vantages across data scale, task diversity, and video length.
Appendix C provides contribution analysis of each task to
model performance. Overall, all 6 tasks are beneficial.

4. Experiments

4.1. Implementation Details

We take ViT-G/14 from EVA-CLIP [42] as the image en-
coder and LLaMA-2 (7B) [45] as the language foundation
model. The parameters of the image Q-Former are initialized
from InstructBLIP’s checkpoint, while the video Q-Former
is initialized from Video-LLaMA’s checkpoint. We finetune
our TimeChat on TimeIT and Valley [28] for 3 epochs, using
a batch size of 32, with a single 8-V100 (32G) machine. As
shown in Fig. 2, the parameters of ViT and LLM are frozen,
while those of image Q-Former, video Q-Former, and linear
layer are tuned. The rank in LoRA is 32. The window size
LW , stride S, and the number of video tokens NV per win-
dow are 32. The number of input frames is 96. Please refer
to Appendix D for additional hyper-parameters.

4.2. Evaluation Setups

Tasks, Datasets and Evaluation Metrics. We evaluate
our model on three tasks of long video understanding, i.e.,
dense captioning, temporal grounding, and highlight detec-
tion, in a zero-shot setting. The evaluation datasets include
YouCook2 [60], Charades-STA [6], and QVHighlights [15].
See Appendix E for details of evaluation metrics.

Heuristic Rules for Parsing LLM Outputs. It is impor-
tant to note that the outputs generated by LLMs may include
colloquial expressions, leading to a wide range of response
variations. Accordingly, we carefully devise a considerable
number of heuristic rules to guarantee that predicted answers
can be accurately extracted from the model’s responses for
the computation of final metrics.
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Model LLM
Size

Dense Video Captioning Highlight Detection Temporal Grounding
YouCook2 [60] QVHighlights [15] Charades-STA [6]

SODA_c CIDEr F1 Score mAP HIT@1 R@1 (IoU=0.5) R@1 (IoU=0.7)

Multi-model Pipelines
InstructBLIP [3]+ChatGPT [32] - 0.5 1.0 8.2 25.6 53.0 7.0 1.0
VideoChat-Text (w/ ChatGPT) [18] - 0.4 0.9 8.4 17.5 31.0 9.0 3.0

End2end VidLLMs
Video-LLaMA [57] 13B 0.0 0.0 0.1 11.1 15.6 2.1 0.6
VideoChat-Embed [18] 13B 0.5 1.0 7.0 14.2 18.9 2.6 0.8
Valley [28] 7B 0.1 0.0 1.5 10.9 15.2 4.7 1.6
Video-LLaMA [57] 7B 0.0 0.0 0.1 11.3 15.6 2.7 1.2
VideoChat-Embed [18] 7B 0.2 0.6 3.4 13.1 18.1 3.2 1.4
TimeChat (Ours) 7B 1.2 (+1.0) 3.4 (+2.8) 12.6 (+9.2) 14.5 (+1.4) 23.9 (+5.8) 32.2 (+27.5) 13.4 (+11.8)

Table 2. Zero-shot performance on three video tasks of dense captioning (YouCook2), highlight detection (QVHighlights), and temporal
grounding (Charades). For all metrics, higher is better. We gray out methods that use 13B LLMs for fair comparison. The performance gain
in green is compared to the best-performing 7B model. We do not use transcribed speech for evaluation.

Model SODA_c CIDEr F1 Score

TimeChat 3.1 10.3 19.5
w/o sliding video Q-Former 2.1 (-1.0) 7.5 (-2.8) 16.5 (-3.0)
w/o timestamp-aware frame encoder 1.8 (-0.3) 6.1 (-1.4) 14.2 (-2.3)

Table 3. Ablation study. We remove the two key modules respec-
tively, then finetune and evaluate our model on YouCook2.

Compared Methods. We compare our model with two
branches of baselines. (1) Multi-model Pipielines, includ-
ing VideoChat-Text [18], InstructBLIP [3]+ChatGPT [32].
These pipelines integrate specialized visual models with
ChatGPT, which firstly convert video semantics (e.g. frame
descriptions, clip captions or action tags) into textual de-
scriptions and then leverage ChatGPT to process all inputs
to solve the target task. See Appendix F for more details.
(2) End2end Models, including Valley [28], VideoChat-
Embed [18], Video-LLaMA [57] with 7B LLMs. These
models directly take videos as inputs and generate responses
in an end2end manner.

4.3. Zero-shot performance

Tab. 2 shows the zero-shot performance of TimeChat (7B),
which outperforms previous VidLLMs (7B/13B) in all tasks.

Dense Video Captioning. This task on YouCook2 is quite
challenging. The model is required to accurately identify
roughly 8 essential cooking steps within the average video
duration of 320 seconds, alongside providing faithful de-
scriptions that match the visual content. Moreover, the spe-
cialized nature of cooking amplifies the task complexity,
thereby challenging the model’s generalizability. Existing
end-to-end VidLLMs struggle with precise moment local-
ization, as evidenced by the low F1 score of 3.4 achieved
by the top-performing VideoChat-Embed model. Such im-
precision in moment localization significantly impacts the

Model SODA_c CIDEr F1 Score

Video-LLaMA [57] 1.8 6.1 14.2
VideoChat-Embed [18] 2.2 8.1 15.6
TimeChat (Ours) 3.1 10.3 19.5

Table 4. Performance of various VidLLMs (7B) after fine-tuneing
on YouCook2 (w/o using the TimeIT dataset).

captioning evaluation, with both SODA_c and CIDEr metrics
approaching zero. Compared to them, our model achieves
remarkable performance gains exceeding the previous SOTA
by +1.0 SODA_c, +2.8 CIDEr, and +9.2 F1 score. This
reveals that TimeChat effectively processes lengthy videos
with precise temporal localization capability. Moreover, our
performance also significantly surpasses the multi-model
pipelines powered by ChatGPT (F1 score from 8.4 to 12.6),
which demonstrates both the challenging nature of this task
and the superiority of our model in processing long videos.

Highlight Detection. While the dense video captioning
task focuses on localizing events at the clip level, this task
requires a more fine-grained video comprehension at the
frame level. For an input video, it aims to output the times
and the related salient scores of highlight frames. Over-
all, our model achieves a 14.5 mAP and 23.9 HIT@1 on
QVHighlights, surpassing the previous VidLLMs by +1.4
and +5.8 points, respectively. This highlights the contribu-
tion of our timestamp-aware frame encoder in identifying
the salient semantics of each frame. Moreover, this task is a
held-out task in TimeIT, indicating the generalization ability
of our model on novel tasks. As for multi-model pipeline
approaches, they achieve even stronger performance. We
speculate that this is due to the format of highlight detection
being more compatible with their methods, as the model
receives a series of joint timestamp-visual descriptions for
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0.0 - 27.3 seconds, A man is on a counter cooking hot dogs.  
28.7 - 65.6 seconds, He is cooking the hot dogs and explaining what he is doing.  
66.2 - 143.6 seconds, He lays out a pan of hot dogs in the pan.  
145.2 - 224.9 seconds, He seasoning the hot dogs with sauces and spices.  
225.5 - 267.3 seconds, He puts them on a grill and cooks them.  
268.1 - 300.8 seconds, He shows the hot dogs when they are done.

1. 0-15 seconds, Spread margarine on two slices of white bread.
2. 15-30 seconds, Place ketchup on the grill.
3. 30-45 seconds, Place the hot dogs on the grill.
4. 45-55 seconds, Cook the hot dogs until they are heated through.
5. 55-65 seconds, Place the cooked hot dogs on the bun.
6. 65-75 seconds, Place the slices of pepper on top of the hot dogs.
7. 75-85 seconds, Place the slices of avocado on top of the hot dogs.
8. 85-95 seconds, Sprinkle the diced onions on top of the avocado.
9. 95-100 seconds, Place the bun on top of the hot dogs.
10. 100-110 seconds, Cut the bun into wedges and serve.

The video contains 32 frames sampled at 0.0, 10.0, 20.1, 30.2, 40.3, 50.3, 
60.4, … seconds. 
Watch the video and extract a maximum of 10 cooking steps. For each step, 
determine the starting and ending times and provide a concise description. 
The format should be: 'start time - end time, brief step description'.

First, a man wearing a black shirt and eyeglasses is cutting slices of white 
bread on a brown table in a white kitchen. 
Next, the man is arranging hot dog sausages on a white plate on top of the 
brown table. 
Then, a man is arranging baked beans on a white plate on top of a wooden 
table. In another shot, the man is arranging cheese slices on a white plate. 
Next, a man is arranging sausages on a white plate. He adds bacon to the 
plate, then adds lettuce and toast. In the following shot, the man is 
arranging peppers on a white plate on top of a wooden table. 
Then, he adds sliced hot dogs to the plate. 
Finally, he arranges baked beans and cheese on top of the white plate on top 
of a wooden table. 

User

Video:

Timestamp:
12s

VideoChat

Video-LLaMA

51s 90s 193s 254s 290s

TimeChat

Figure 4. Case study (in zero-shot). The red text highlights inaccu-
racies in the model-generated timestamp or description.

input frames. This enables the frame-by-frame assessment
by the LLM, facilitating more accurate judgments.

Temporal Grounding. This task aims to identify the
corresponding timestamp described by a query sentence.
TimeChat achieves 32.2 points on “R@1, IoU=0.5” of the
Charades-STA dataset, which surpasses the previous SOTA
end2end VidLLM, i.e. Valley, by a substantial margin
(+27.5). This demonstrates that our model excels at ac-
curately localizing the video moment content referred to a
given text query. Notably, TimeChat gains the most improve-
ments on the temporal grounding task, we argue that this task
mainly emphasizes the temporal localization capability of
long videos which is exactly the best advantage of TimeChat.

4.4. Qualitative Evaluation

Compared to Existing VidLLMs. Fig. 4 presents qualita-
tive comparisons between TimeChat and other VidLLMs in
zero-shot settings. Video-LLaMA falls short in fully adher-
ing to the user instruction, as it only describes the cooking

steps without the corresponding start and end timestamps
for each step. VideoChat, on the other hand, produces cap-
tions that fit the requested format but misplaces the timing
of all the steps. Despite this, the generated description from
VideoChat includes several hallucinations [21], such as refer-
ences to “pepper” and “avocados” that are not present in the
video. In contrast, TimeChat demonstrates improved tempo-
ral localization and summarization capabilities compared to
the previous models. It successfully matches the content of
the video for almost all extracted clips. Furthermore, the oc-
currence of hallucinations is significantly reduced. However,
there is still room for improvement in terms of enhancing
the richness and details in the summarization generated by
our model.

Generalized to New Domains. In Appendix G, we show
qualitative results in new domains such as movie [54] and
egocentric videos [7], demonstrating the generalization of
TimeChat to novel scenarios. This generalization is a
key characteristic towards a practical video assistant and
represents a fundamental difference between LLM-based
TimeChat and the current specialized models tailored for
specific downstream datasets. More cases can be found in
Appendix H.

4.5. Ablation Study

We conducted an ablation study based on YouCook2 to as-
sess the efficacy of key designs in our TimeChat. As illus-
trated in Tab. 3, when the sliding video Q-Former is removed,
the number of final visual tokens decreases from 96 to 32, re-
sulting in a 3× information compression rate. This reduction
in semantic information leads to a decrease in the alignment
between the generated descriptions and the video content.
Specifically, the SODA_c metric decreases by 1.0, while the
CIDEr metric decreases by 2.8. Additionally, the accuracy of
timestamps (measured by F1 score) decreases by 3.0. In the
case of the removal of the timestamp-aware frame encoder,
the model’s ability to temporally ground the descriptions
diminishes dramatically, as indicated by a decrease of 2.3 in
the F1 score. These results highlight the effectiveness of the
two novel modules in the model.

4.6. Further Analysis
We provide further analysis to validate the superiority of
our model. To demonstrate that the performance gain of
our model is not solely attributed to the new TimeIT dataset,
but also to the improvements in our model architecture, we
conduct fine-tuning and evaluation using only the YouCook2
dataset. In this setup, we initialize our model with existing
open-source checkpoints (see § 4.1). For all the models,
we finetune their Q-Formers and apply LoRA [10] for their
LLMs. Tab. 4 presents the results, showing that our model
consistently outperforms previous models across all metrics,
with increases of +2.2 CIDEr and +3.9 F1 score.
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Model Generalist
Model

Finetune
Epochs

Dense Video Captioning Highlight Detection Temporal Grounding
YouCook2 [60] QVHighlights [15] Charades-STA [6]

SODA_c CIDEr F1 Score mAP HIT@1 R@1 (IoU=0.5) R@1 (IoU=0.7)

Vid2Seq [52] ✗ 40 7.9 47.1 27.3 - - - -
QD-DETR [30] ✗ 200 - - - 38.9 62.4 - -
QD-DETRw/Audio [30] ✗ 200 - - - 39.0 62.9 - -
MMN [49] ✗ 18 - - - - - 50.5 29.7
VDI [27] ✗ 18 - - - - - 52.3 31.4

TimeChat (Ours) ✓ 3 3.4 11.0 19.5 21.7 37.9 46.7 23.7

Table 5. Supervised performance compared to task-specific models. They use specific objective functions and extra fine-tuning epochs to
better fit the downstream dataset. In contrast, TimeChat exhibits a broad versatility and generalization across various tasks and domains.
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Figure 5. Comparison of CIDEr and F1 score w.r.t the number of
input frames on the YouCook2 dataset (zero-shot).

In Fig. 5, we examine the performance scalability of our
model with respect to the number of input frames [37]. As
mentioned in § 3.1.3, previous models like Video-LLaMA
and VideoChat compress excessive information for long
videos, resulting in minimal performance impact when in-
creasing the number of input frames from 32 to 96. In con-
trast, our TimeChat decouples the number of frames T and
the compression rate R

′
using the sliding video Q-Former.

Our curve exhibits linear improvement in performance as the
number of frames increases, showcasing superior scalability.

4.7. Comparison with Specialized Models

In this subsection, we compare our generalist model,
TimeChat, with state-of-the-art specialized models on the
three tasks, respectively. Given that all specialized models
have been fine-tuned on specific datasets, we also finetune
our model for a fair comparison. As shown in Tab. 5, af-
ter fine-tuning, TimeChat has made further performance
gains, e.g., +6.9 F1 score on YouCook2, +16.9 HIT@1 on
QVHighlights, and +16.4 R@1 (IoU=0.5) on Charades-STA.
Nonetheless, there is still much room for boosting our ap-
proach compared to specialized models, whose superior per-
formance arises from task-specific designs. For example,
Vid2Seq [52] pretrains on YT-Temporal-1B [56], which con-

tains much more high-quality long videos than the tuning
dataset we used. QD-DETR [30] employs a special saliency
token for saliency prediction and introduces 4 loss functions
for training, while our model trains purely through language
modeling. In addition, these models also used much more
fine-tuning steps to better fit the downstream dataset. How-
ever, as a generalized model, TimeChat exhibits a strong
generalization ability in zero-shot scenarios, multi-task, and
multi-domain settings, which is not present in those expert
models. Achieving state-of-the-art performance on every
task is not the major goal of this paper, and we leave this as
future work.

5. Discussion and Conclusion

We present TimeChat, a time-sensitive VidLLM for long
video understanding. Benefiting from the novel time-aware
frame encoder, sliding video Q-Former, and instruction
tuning on TimeIT, our model demonstrates strong tempo-
ral localization capabilities that were absent in previous
VidLLMs. Through its ability to identify significant events
within lengthy videos, pinpoint events’ start and end times,
and generate concise summarization, TimeChat makes a cru-
cial step toward an intelligent video assistant. In the future,
we will make architectural advances to improve video seman-
tic density while reducing spatial-temporal redundancy. We
will also collect more diverse and high-quality instruction-
tuning data to broaden the time-related applications.
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