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Abstract
We propose an efficient abnormal event detection model

based on a lightweight masked auto-encoder (AE) applied
at the video frame level. The novelty of the proposed model
is threefold. First, we introduce an approach to weight
tokens based on motion gradients, thus shifting the focus
from the static background scene to the foreground objects.
Second, we integrate a teacher decoder and a student de-
coder into our architecture, leveraging the discrepancy be-
tween the outputs given by the two decoders to improve
anomaly detection. Third, we generate synthetic abnormal
events to augment the training videos, and task the masked
AE model to jointly reconstruct the original frames (with-
out anomalies) and the corresponding pixel-level anomaly
maps. Our design leads to an efficient and effective model,
as demonstrated by the extensive experiments carried out on
four benchmarks: Avenue, ShanghaiTech, UBnormal and
UCSD Ped2. The empirical results show that our model
achieves an excellent trade-off between speed and accu-
racy, obtaining competitive AUC scores, while processing
1655 FPS. Hence, our model is between 8 and 70 times
faster than competing methods. We also conduct an abla-
tion study to justify our design. Our code is freely available
at: https://github.com/ristea/aed-mae.

1. Introduction
In recent years, research on abnormal event detection in
video gained significant traction [1, 10, 17, 18, 26–28, 36,
38, 43, 44, 49, 52, 57, 58, 61, 62, 65, 69, 76, 78, 80, 83, 87,
90, 95, 97–100], due to its utter importance in video surveil-
lance. Despite the growing interest, video anomaly detec-
tion remains a complex task, owing its complexity to the
fact that abnormal situations are context-dependent and do
not occur very often. This makes it very difficult to collect
a representative set of abnormal events for training state-of-
the-art deep learning models in a fully supervised manner.
To showcase the rarity and reliance on context of anoma-
lies, we refer to the vehicle ramming attacks carried out by
terrorists against pedestrians. As soon as a car is steered
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Figure 1. Our masked auto-encoder for abnormal event detection
based on self-distillation. At training time, some video frames
are augmented with synthetic anomalies. The teacher decoder
learns to reconstruct original frames (without anomalies) and pre-
dict anomaly maps. The student decoder learns to reproduce the
teacher’s output. Motion gradients are aggregated at the token
level and used as weights for the reconstruction loss. Red dashed
lines represent steps executed only during training.

on the sidewalk, it becomes an abnormal event. Hence, the
place where the car is driven (street versus sidewalk) deter-
mines the normal or abnormal label of the action, i.e. the
label depends on context. Furthermore, there are less than
200 vehicle ramming attacks registered to date1, confirming

1https://en.wikipedia.org/wiki/Vehicle-ramming_
attack
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Figure 2. Performance versus speed trade-offs for our self-distilled
masked AE and several state-of-the-art methods [26–28, 47, 49,
60, 61, 69, 84] (with open-sourced code), on the Avenue data set.
The running times of all methods are measured on a computer with
one Nvidia GeForce GTX 3090 GPU with 24 GB of VRAM. Best
viewed in color.

the scarcity of such events (even less are caught on video).
Since training anomaly detectors under a fully super-

vised setting is not possible, most studies dealing with ab-
normal event detection took a distinct path, proposing varia-
tions of outlier detection methods [3, 13, 14, 17, 21, 22, 29,
37, 41, 43, 45, 47, 51, 53, 55, 56, 61–68, 71, 80, 90, 92, 102–
105]. Such methods treat abnormal event detection as an
outlier detection task, where a normality model trained on
normal events is applied on both normal and abnormal
events during inference, labeling events deviating from the
learned model as abnormal. Different from the mainstream
path based on outlier detection, we propose an approach to
augment each training video scene with synthetic anoma-
lies, by randomly superimposing temporal action segments
from the synthetic UBnormal data set [1] on our real-world
data sets. We thus introduce synthetic anomalies at training
time, enabling our model to learn in an open-set supervised
manner. Additionally, we force our model to reconstruct the
original training frames (without anomalies) to limit its abil-
ity to reconstruct anomalies, hence generating higher errors
when anomalies occur.

A large body of work on video anomaly detection has fo-
cused on employing auto-encoders (AEs) to address the task
[5, 22, 27–29, 36, 49, 81, 85], relying on the poor recon-
struction capabilities of these models on out-of-distribution
data. Since training is carried out only on normal exam-
ples, it is expected for AEs to exhibit high reconstruction
errors when anomalies occur. However, several researchers

observed that AEs generalize too well [5, 36], being able
to reconstruct anomalies with very high precision. Thus, to
better leverage the reconstruction error of AEs in anomaly
detection, researchers explored a few alternatives, from the
use of dummy [36] or pseudo-anomalies [5, 27] to the inte-
gration of memory modules [28, 49, 61]. With the same pur-
pose in mind, we propose to employ masked auto-encoders
[30] in anomaly detection, introducing new ways to regulate
their generalization capacity. Indeed, we go beyond em-
ploying the standard masked AE framework, and propose
three novel changes to enhance the anomaly detection per-
formance of our model. First, we propose to weight tokens
based on the magnitude of motion gradients, raising the im-
portance of tokens with higher motion in the reconstruction
loss. This makes our model focus on reconstructing tokens
with high motion, and avoid reconstructing the background
scene, which is typically static for surveillance cameras.
Second, we attach a classification head to discriminate be-
tween normal and pseudo-abnormal instances in the latent
encoding space. Third, we integrate a teacher decoder and
a student decoder into our masked AE architecture, where
the student decoder learns to distill knowledge from the al-
ready optimized teacher. To reduce our processing time,
we use a shared encoder for the teacher and student mod-
els, leading to a process known as self-distillation [101].
During the self-distillation process, the shared encoder is
frozen. We leverage the discrepancy between the outputs
given by the teacher and student decoders along with the
reconstruction error of the teacher to boost anomaly detec-
tion performance. Our entire framework, integrating these
components into a meticulous design, is shown in Figure 1.

State-of-the-art deep anomaly detectors [10, 26, 27, 84]
typically rely on a costly object detection method to in-
crease precision, limiting the processing bandwidth to one
video stream per GPU, at around 20-30 FPS. However, for
real-world video surveillance, e.g. monitoring an entire city
with hundreds or thousands of cameras, the processing costs
of object-centric video anomaly detectors are simply too
high, given their power consumption and that one GPU can
cost around $2,000. To this end, we turn our attention to de-
veloping a lightweight model (6 transformer blocks, 3M pa-
rameters), capable of processing around 66 video streams at
25 FPS, significantly reducing the processing costs. Differ-
ent from competing models performing anomaly detection
at the object [10, 18, 26, 27, 36, 84, 95] or spatio-temporal
cube [15, 21, 35, 37, 41, 48, 51, 53, 55, 60, 71, 75, 103]
levels, we present a model that takes whole video frames as
input, which is significantly more efficient (see Figure 2).

We carry out comprehensive experiments on four bench-
marks: Avenue [51], ShanghaiTech [53], UBnormal [1]
and UCSD Ped2 [55]. The empirical results show that our
method is 8 to 70 times faster than competing methods [26–
28, 47, 49, 60, 61, 69, 84], while achieving comparable ac-
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curacy levels. Aside from the main results, we conduct an
ablation study showing that our novel design choices are
supported by empirical evidence.

In summary, our contribution is threefold:
• We propose a lightweight masked auto-encoder for

anomaly detection in video, which learns to reconstruct
tokens with higher motion magnitude.

• We introduce a self-distillation training pipeline, leverag-
ing the discrepancy between teacher and student decoders
to obtain a significant accuracy boost for our highly effi-
cient model (due to the shared encoder).

• To further boost the performance of our model, we intro-
duce a data augmentation approach based on superimpos-
ing synthetic anomalies on normal training videos, which
enables the masked AE model to learn with open-set su-
pervision.

2. Related Work
Anomaly detection in video is typically formulated as a one-
class learning problem, where only normal data is avail-
able at training time. During test time, both normal and
abnormal examples are present [59, 65]. There are sev-
eral categories of anomaly detection approaches, includ-
ing dictionary learning methods [13, 14, 21, 51, 68, 89],
probabilistic models [2, 3, 25, 31, 41, 55, 56, 73, 91],
change detection frameworks [15, 35, 48, 58], distance-
based models [36, 37, 62, 63, 67, 71, 72, 75, 76, 79, 81]
and reconstruction-based approaches [23, 28, 29, 46, 47,
53, 57, 61, 66, 69, 80]. Considering that reconstruction-
based methods often reach state-of-the-art performance in
anomaly detection [27, 69], a large body of works used the
reconstruction-based paradigm in the past few years. To this
end, we adopt this paradigm in our study.

With respect to the level at which the anomaly detec-
tion is carried out, methods can be categorized into spatio-
temporal cube-level methods [37, 47, 48, 51, 55, 56, 66, 67,
71, 75, 76, 96, 103], frame-level methods [47, 66, 67], and
object-level methods [10, 18, 19, 26, 27, 36, 49, 84, 95].
Frame-level and cube-level methods. Before the deep
learning era, preliminary abnormal event detection models
commonly relied on taking short video sequences and divid-
ing them into spatio-temporal cuboids [15, 21, 41, 51, 55,
75, 103]. The cubes are then considered as independent ex-
amples, being passed as input to a machine learning model.
This mainstream practice continued during the deep learn-
ing period [29, 35, 37, 43, 44, 53, 60, 62, 63, 71, 76, 100],
when deep networks have been used to extract features
[35, 37, 48, 53] or learn [28, 29, 43, 44, 53, 60, 62–
64, 71, 89, 100] from these spatio-temporal cubes.

At the same time, some studies considered using entire
video frames as input [47, 66, 67]. For example, Liu et
al. [47] proposed an effective algorithm, which learns to
reconstruct the next frame of a short video sequence. A

more complex approach is proposed by Ravanbakhsh et
al. [67], who employ optical-flow reconstruction to predict
the anomalous regions from an input image. In a different
study, Ravanbakhsh et al. [66] proposed to detect anomalies
at the frame level via generative adversarial networks.

Frame-level and cube-level methods have a common
characteristic, namely their relatively high processing speed
due to the reasonably fast preprocessing steps, as opposed
to object-centric methods. Still, frame-level methods hold a
stronger advantage in terms of time, since cube-level meth-
ods need to process each cube as an independent example.
Indeed, it is more efficient to process a mini-batch of frames
rather than several mini-batches of spatio-temporal cubes.
However, cube-level methods often outperform frame-level
methods. To this end, we propose a masked AE that takes
whole frames as input, yet learns interactions between video
patches, thus integrating the best of both worlds.

To boost the performance of frame-level or cube-level
methods, researchers explored the inclusion of various com-
ponents, such as memory modules [28, 61] or masked con-
volutional blocks [69]. Although integrating additional
modules into the framework leads to accuracy gains, the
procedure often comes with efficiency drawbacks. In con-
trast, our goal is to achieve a superior trade-off between per-
formance and speed, with a higher focus on efficiency. As
such, we design a lightweight masked AE based on con-
volutional vision transformer (CvT) blocks [88], and pro-
pose several upgrades resulting in a minimal time overhead.
For example, we employ knowledge distillation to leverage
the discrepancy between the teacher and the student models.
However, to keep the processing time to the bare minimum,
we resort to self-distillation [101] and use a shared encoder
for the teacher and student networks.
Object-level methods. To reduce the number of false pos-
itive detections often observed for other methods, some re-
cent studies [10, 26, 27, 36, 49, 84, 95] proposed to look
for anomalous objects rather than anomalous frames or
cubes. Object-centric methods use the prior information
from an object detector, enabling the anomaly detector to
focus only on objects. This kind of framework boosts the
accuracy by significant margins, currently reaching state-
of-the-art performance [10, 84]. However, a considerable
drawback is that the inference speed of the whole frame-
work is directly conditioned by the object detector’s speed,
which is often much lower than that of the anomaly detec-
tion network [26, 36]. Hence, the processing time is sig-
nificantly limited. In contrast, we perform anomaly detec-
tion at the frame level, obtaining an inference speed that
is between 32 to 70 times faster than object-centric models
[10, 26, 27, 36, 49, 84, 95].
Masked auto-encoders in anomaly detection. He et
al. [30] proposed masked auto-encoders as a pretraining
method to obtain strong backbones for downstream tasks.
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Since then, the method has been adopted in various fields,
e.g. video processing [24] or multimodal learning [7], with
remarkable results. We elaborate the connection to seem-
ingly related masked AEs in the supplementary [11, 94].
The masking framework has also been used for anomaly
detection in medical [34] and industrial [39] images. To the
best of our knowledge, we are the first to propose a masked
transformer-based auto-encoder for video anomaly detec-
tion. Moreover, we go beyond applying standard masked
AEs, proposing several modifications leading to superior
performance levels: emphasizing tokens with higher mo-
tion, augmenting training videos with synthetic anomalies,
and employing self-distillation.
Knowledge distillation in anomaly detection. Knowledge
distillation [6, 32] was originally designed to compress one
or multiple large models (teachers) into a lighter neural
network (student). Recently adopted in anomaly detection
[8, 12, 16, 26, 74, 86], knowledge distillation was deemed
useful due to the possibility of leveraging the representa-
tion discrepancy between the teacher and the student net-
works, which is larger in the case of anomalies. For exam-
ple, Bergmann et al. [8] trained an ensemble of student net-
works on normal data to reproduce the output of a deep fea-
ture extractor, which is pretrained on ImageNet [70]. The
authors use the difference between the teacher label and the
mean over student labels to detect abnormal pixels. Salehi
et al. [74] employed a more thorough distillation process,
called hint learning, in which the multi-level features of a
teacher pretrained on ImageNet are distilled into a clone.

Most studies based on knowledge distillation applied the
framework to image anomaly detection [8, 12, 16, 74]. With
few exceptions [26, 86], knowledge distillation in video
anomaly detection remains largely unexplored. Wang et
al. [86] employed the teacher-student training paradigm to
learn from unlabeled video samples in a self-supervised
manner. Georgescu et al. [26] integrated knowledge distil-
lation as a proxy task into a multi-task learning framework
for video anomaly detection.

Distinct from the aforementioned studies, to our knowl-
edge, we are the first to introduce a variant of self-
distillation in anomaly detection. Self-distillation [101]
attaches multiple classification heads at various depths to
boost the classification performance of a neural classifier.
In contrast, we integrate self-distillation into a masked AE,
employing two decoders of different depths. Due to the
shared encoder, we are able to leverage the reconstruction
discrepancy between the teacher and the student with a min-
imal computational overhead.

3. Method
Overview. We introduce a lightweight teacher-student
transformer-based masked AE, which employs a two-stage
training pipeline. In the first stage, we optimize a teacher

masked AE via a reconstruction loss that employs a novel
weighting mechanism based on motion gradients. In the
second stage, we optimize the last (and only) decoder block
of a student masked AE, which shares most of the backbone
(kept frozen) with its teacher, to preserve efficiency. Next,
we describe how to create training videos with synthetic
anomalies and train the masked AEs to jointly predict the
anomaly maps and overlook (not reconstruct) the anomalies
from training frames. Lastly, we introduce a classification
head to distinguish between frames with and without syn-
thetic anomalies, which further boosts the performance of
our method, with a marginal computational overhead.
Architecture. Our masked AE pursues the architectural
principles proposed in [30]. Hence, the entire architecture
is formed of visual transformer blocks. In contrast to He et
al. [30], we replace the ViT [20] blocks with CvT blocks
[88], aiming for higher efficiency. Our processing starts
by dividing the input images into non-overlapping tokens
and removing a certain number of tokens. The encoder
embeds the remaining tokens via convolutional projection
layers, and the result is processed by transformer blocks.
The decoder operates on a complete set of tokens, those re-
moved being replaced with mask tokens. Its architecture is
symmetric to that of the encoder. For efficiency reasons,
we only use three blocks for the encoder and three blocks
for the decoder. Each block is equipped with four attention
heads. To achieve further speed gains, we replace all dense
layers inside the CvT blocks with pointwise convolutions.
We consider the architecture described so far as a teacher
network. A student decoder branches out from the teacher
after the first transformer block of the main decoder, adding
only one extra transformer block (as shown in Figure 1).
Motion gradient weighting. Masked AEs [30] have been
originally applied on natural images. In this context, recon-
structing randomly masked tokens is a viable solution, since
images have high foreground and background variations.
However, abnormal event detection data sets [2, 51, 53, 55]
contain videos from fixed cameras with static backgrounds
[65]. Learning to reconstruct the static background via
masked AEs is both trivial and useless. Hence, naively
training masked AEs to reconstruct randomly masked to-
kens in video anomaly detection is suboptimal. To this end,
we propose to take into account the magnitude of the motion
gradients when computing the reconstruction loss.

Let xxxt ∈ Rh×w×c be the video frame at index t. Let n
be the number of non-overlapping visual tokens (patches)
of size d× d× c from each frame xxxt, where c is the number
of input channels, and d is a hyperparameter that directly

determines n. Let
{
ppp
(t)
i

}n

i=1
∈ Rd×d×c denote the set of

tokens in frame xxxt, and
{
p̂pp
(t)
i

}n

i=1
∈ Rd×d×c the corre-

sponding set of reconstructed tokens.
Following Ionescu et al. [36], we estimate the motion
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gradient map gggt of frame xxxt by computing the absolute dif-
ference between consecutive frames, which are previously
filtered with a 3× 3 median filter. Next, we divide the gra-
dient magnitude map gggt into non-overlapping patches, ob-

taining the set of gradient patches
{
rrr
(t)
i

}n

i=1
∈ Rd×d×c. In-

side each gradient patch, we compute the maximum gradi-
ent magnitude per channel. Then, we compute the channel-
wise mean over the maximum gradient magnitudes, as fol-
lows:

m
(t)
i =

1

c

c∑
l=1

max
j,k

{
rrr
(t)
ijkl

}
,∀j, k ∈ {1, ..., d}. (1)

Finally, we compute the token-wise weights for the recon-
struction loss as follows:

w
(t)
i =

m
(t)
i∑n

j=1 m
(t)
j

,∀i ∈ {1, ..., n}. (2)

Introducing the resulting weights w
(t)
i into the conven-

tional token-level reconstruction loss leads to an objec-
tive that pushes the masked AE to focus on reconstruct-
ing the patches with high motion magnitude. Formally, our
weighted mean squared error loss is given by:

LwMSE(xxxt, θT ) =
1

n

n∑
i=1

w
(t)
i · ∥ppp(t)i − p̂pp

(t)
i ∥22, (3)

where θT are the weights our teacher masked AE. Although
our reconstruction loss focuses on tokens with high motion,
the masked tokens are still chosen randomly.
Self-distillation. Knowledge distillation has already shown
its utility in anomaly detection [8, 12, 16, 26, 74]. Intu-
itively, since the teacher and student models are both trained
on normal data, their reconstructions should be very simi-
lar for normal test samples. However, their behavior is not
guaranteed to be similar on abnormal examples. Therefore,
the magnitude of the teacher-student output gap (discrep-
ancy) can serve as a means to quantify the anomaly level of
a given sample. Unfortunately, this approach implies using
both teacher and student models during inference, virtually
splitting our processing speed in half. To slash the addi-
tional burden of using another model during inference, we
propose to employ a novel variant of self-distillation with a
shared encoder and two decoders, a teacher and a student.
More precisely, the student branches out from the original
architecture after the first transformer block of the teacher
decoder, essentially adding only one transformer block.

Our training process is carried out in two stages. In the
first phase, the teacher is trained with the loss defined in
Eq. (3). In the second phase, we freeze the weights of the
shared backbone and train only the student decoder via self-
distillation. The self-distillation loss is similar to the one
defined in Eq. (3). The main difference is that instead of
reconstructing the patches from the real image, the student
learns to reconstruct the ones produced by the teacher. Let

Figure 3. Four synthetic anomalies (with red contours) taken from
the UBnormal data set [1] and overlaid on training frames from
Avenue [51]. Best viewed in color.

{
p̃pp
(t)
i

}n

i=1
∈ Rd×d×c denote the patches reconstructed by

the student. Then, the self-distillation loss can be expressed
as follows:

LSD(x̂xxt, θS) =
1

n

n∑
i=1

w
(t)
i · ∥p̂pp(t)i − p̃pp

(t)
i ∥22, (4)

where x̂xxt is the frame reconstructed by the teacher, and θS
are the weights of the student decoder. Notice that we keep
the motion gradient weights w(t)

i during self-distillation.
Synthetic anomalies. As observed in other studies [5, 36],
AEs tend to generalize too well to out-of-distribution data.
This behavior is not desired in anomaly detection, since
methods based on AEs rely on having high reconstruction
errors for abnormal examples and low reconstruction errors
for normal ones. To this end, we propose to augment the
training videos with abnormal events. Since collecting ab-
normal training examples from the real-world is not possi-
ble, we resort to adding synthetic (virtual) anomalies. We
leverage the recently introduced UBnormal data set [1] and
its accurate pixel-level annotations to crop out abnormal
events and blend them in our training videos, while ensuring
the temporal consistency of the added events. The resulting
examples, some depicted in Figure 3, are used to augment
the training set with extra data.

The synthetic examples help our model in three ways.
First, in the reconstruction loss, we consider the origi-
nal training frames (without superimposed anomalies) as
the ground-truth, essentially forcing our model to overlook
the anomalies. Formally, in Eq. (3), we use the patches{
ppp
(t)
i

}n

i=1
from the normal version of framexxxt. Second, we

add the anomaly map as an additional channel to our target
image. In the anomaly map, we set normal pixels to 0 and
abnormal pixels to 1. This change implies that, in Eq. (3)
and Eq. (4), all patches will have an additional channel.
Third, we use the ground-truth anomaly map to enhance the
weights defined in Eq. (2). The added synthetic anomalies
do not necessarily yield motion gradients with high magni-
tude. Hence, it is possible to have low weights in Eq. (3)
and Eq. (4) for patches that correspond to anomaly regions.
This is not desirable if we want the model to detect anoma-
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lies. To this end, we propose to add the anomaly maps and
the gradients together, before computing the weights as in

Eq. (2). Formally, in Eq. (1), we replace
{
rrr
(t)
i

}n

i=1
with{

rrr
(t)
i + aaa

(t)
i

}n

i=1
, where

{
aaa
(t)
i

}n

i=1
is the set of the patches

extracted from the anomaly map.
Classification head. We further harness the synthetic
anomalies to train a classification head applied on the fi-
nal [CLS] token of the shared encoder. The head is trained
to discriminate between frames with and without synthetic
anomalies. This head is trained using binary cross-entropy:

LCE(x̂xxt, θE) = −yt ·log(ŷt)− (1−yt)·log(1− ŷt), (5)

where yt ∈ {0, 1} is 1 if the frame contains an anomaly and
0 otherwise, ŷt is the prediction, and θE represents the set
of weights of the shared encoder.
Inference. During inference, we pass each frame xxxt

through both teacher and student models to obtain the re-
constructed frames x̂xxt and x̃xxt, respectively. Then, we com-
pute output pixel-level anomaly map as:

ooot = α·∥xxxt − x̂xxt∥22 + β ·∥x̂xxt − x̃xxt∥22 + γ ·ŷt, (6)
where α, β and γ are hyperparameters that control the im-
portance of the individual anomaly score components. Fol-
lowing [15, 35], we apply spatio-temporal 3D filtering to
smooth the anomaly volumes. To obtain the frame-level
anomaly scores, we keep the maximum value from each
output map ooot and subsequently apply another temporal
Gaussian filter to smooth the values.

4. Experiments
4.1. Experimental Setup
Data sets. We verify the performance of our method on four
data sets for video anomaly detection: Avenue [51], Shang-
haiTech [53], UBnormal [1] and UCSD Ped2 [55]. Shang-
haiTech is the largest data set, with 270K frames for training
and about 50K for testing. UBnormal is the second largest,
with about 116K training frames and 93K testing frames.
Avenue is a popular benchmark containing 15K frames for
training and another 15K for testing. UCSD Ped2 holds a
total of 4.5K frames, out of which 2.5K are used for train-
ing. UBnormal is a benchmark that uses an open set evalua-
tion, where training and test anomalies belong to disjoint
category sets. For the other three data sets, the training
videos contain only normal events, and the test ones in-
clude both normal and abnormal scenarios. To augment the
normal training videos, we sample abnormal events from
the UBnormal data set [1]. UBnormal is a synthetic (vir-
tual) data set containing anomalies simulated by video game
characters, which alleviates the burden of collecting anoma-
lies from the real world. The probability of augmenting a
frame from Avenue, ShanghaiTech or UCSD Ped2 is 0.25.
Evaluation. We evaluate all models following recent re-
lated works [1, 27, 69], considering both micro and macro
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[69] + [27] 92.9 91.9 83.6 89.5 - - - - 31
[69] + [49] 90.9 92.2 75.5 83.7 - - - - 10

[84] 92.2 - 84.3 - - - 99.0 - 35
[95] 89.6 - 74.8 - - - 97.3 - -

Fr
am

e
or

cu
be

le
ve

l

[4] 87.1 - 75.9 - - - 96.5 - -
[5] 84.7 - 73.7 - - - 98.4 - -
[9] - - - - 68.5 80.3 - - 37

[28] 83.3 - 71.2 - - - 94.1 - 35
[37] 88.9 - - - - - - - -
[43] 90.0 - - - - - 96.6 - -
[47] 85.1 81.7 72.8 80.6 - - 95.4 - 28
[48] 84.4 - - - - - 87.5 - -

[54] + [47] 89.1 84.8 74.6 83.3 - - - - 26
[54] + [61] 86.4 86.3 70.6 80.3 - - - - 94

[57] 86.9 - - - - - 96.2 - -
[60] 85.3 - 72.2 - - - 96.3 - 195
[61] 82.8 86.8 68.3 79.7 - - 97.0 - 101
[62] 72.0 - - - - - 88.3 - -
[63] 87.2 - - - - - 93.0 - -
[66] - - - - - - 93.5 - -
[67] - - - - - - 88.4 - -

[69] + [47] 87.3 84.5 74.5 82.9 - - - - 26
[69] + [61] 84.8 88.6 69.8 80.2 - - - - 95

[76] 84.6 - - - - - - - -
[77] - - - 76.5 50.3 76.8 - - 56
[78] 89.6 - 74.7 - - - - - -
[80] 85.1 - 73.0 - - - 96.3 - -
[82] - - 76.1 - - - - - -
[87] 87.0 - 79.3 - - - - - -
[89] - - 80.4 - - - - - -
[90] 86.6 - - - - - 96.9 - -
[93] 90.1 - 78.6 - 62.7 - - - -
[96] 90.2 - - - - - 97.3 - -
[100] - - 78.9 - - - - - -
[103] - - - - - - 91.0 - -
Ours 91.3 90.9 79.1 84.7 58.5 81.4 95.4 98.4 1655

Table 1. Micro and macro AUC scores (in %) of several state-
of-the-art frame-level, cube-level and object-level methods versus
our self-distilled masked AE on Avenue, ShanghaiTech, UBnor-
mal and UCSD Ped2. The top three scores for each category of
methods are shown in red, green, and blue. All reported running
times (including those of the baselines) are measured on a machine
with an Nvidia GeForce GTX 3090 GPU with 24 GB of VRAM.

AUC metrics. The area under the ROC curve (AUC) ex-
presses the overlap between the ground-truth frame-level
annotations and the anomaly scores predicted by a model,
at multiple thresholds. At a given threshold, a frame is la-
beled as abnormal if the predicted anomaly score is above
the threshold. For the micro AUC, the test frames from all
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Figure 4. Predictions for test video 04 from Avenue. The abnormal
bounding boxes are given by the convex hull of the patches labeled
as abnormal. Best viewed in color.

videos are concatenated before computing the AUC over all
frames. For the macro AUC, the AUC of each test video is
first computed, and the resulting AUC scores are averaged
to obtain a single value.
Hyperparameters. The encoder module is formed of three
CvT blocks, each with a projection size of 256 and four
attention heads. The teacher decoder contains three CvT
blocks, while the student decoder contains only one block.
All decoder blocks have four attention heads and a projec-
tion dimension of 128. Since the data sets have different in-
put resolutions and objects vary in size, we adapt the patch
size to each data set. Thus, we set the patch size to 16× 16
on Avenue, 8×8 on ShanghaiTech and UBnormal, and 4×4
on UCSD Ped2. Regardless of the data set, the teacher net-
work is trained for 100 epochs, while the student is trained
for 40 epochs. We optimize the networks with Adam [42],
using a learning rate of 10−4 and mini-batches of 100 sam-
ples. The hyperparameters in Eq. (6) are set to α = 0.4,
β = 0.3 and γ = 0.3, for all data sets.

4.2. Results
We present our results in Table 1 and discuss them below.
Results on Avenue. Our method obtains a micro AUC
score of 91.3% on Avenue, being only 1.9% below the state-
of-the-art object-centric method. Remarkably, in the cate-
gory of frame-level methods, we reach the best micro and
macro AUC scores. Taking into account that our method
is much faster than all other methods, we consider that its
performance is remarkable. In Figure 4, we illustrate the
anomaly scores for test video 04 from Avenue. Here, our
model is close to perfect, highlighting its ability to capture
anomalies, such as people running.
Results on ShanghaiTech. On ShanghaiTech, our method
reaches the top macro AUC score and the third-best micro
AUC score, when compared with other frame-level frame-
works. Object-centric methods generally surpass frame-
level methods, but the former methods have much lower
processing speeds (see Figure 2).

Motion Self- Synthetic Anomaly Classif. Avenue Shanghai

weights distillation data maps head AUC
Micro Macro Micro Macro

84.0 85.6 69.7 80.1
✓ 84.8 86.3 71.3 80.9
✓ ✓ 88.5 86.0 76.3 83.8
✓ ✓ ✓ 88.5 86.9 77.0 83.0
✓ ✓ ✓ ✓ 90.5 89.6 77.3 84.2
✓ ✓ ✓ ✓ ✓ 91.3 90.9 79.1 84.7

Table 2. Impact of each novel component on the micro and macro
AUC scores (in %), on Avenue [51] and ShanghaiTech [53].

Strategy
Avenue Shanghai

AUC
Micro Macro Micro Macro

Teacher 84.0 85.6 74.8 82.3
Teacher + Student 85.4 85.8 75.1 82.1
Teacher + Teacher-Student Difference 88.5 86.0 76.3 83.8
Teacher + Student + Teacher-Student Difference 86.9 85.8 75.8 83.6

Table 3. Impact of strategies to combine the outputs of the teacher
and student models on Avenue [51] and ShanghaiTech [53]. These
results do not include the synthetic anomalies and the classification
head.

Data set Measure Percentage of synthetic data
0% 25% 50% 75%

Avenue Micro AUC 88.5 91.3 90.6 89.9
Macro AUC 86.0 90.9 89.4 87.7

Shanghai Micro AUC 76.3 79.1 77.9 77.7
Macro AUC 83.8 84.7 84.4 84.1

Table 4. Impact of varying the proportion of synthetic anomalies
on the Avenue [51] and ShanghaiTech [53] data sets.

Results on UBnormal. In terms of the micro AUC, the
best frame-level method on UBnormal is TimeSformer [9],
which benefits from large-scale pretraining. Notably, our
method obtains a higher macro AUC than TimeSformer.
The micro AUC of our method is fairly close to the micro
AUC levels of the better object-centric approaches. In terms
of speed, our method is significantly faster than all the other
methods reporting results on UBnormal.
Results on UCSD Ped2. Our framework obtains a micro
AUC of 95.4%, being 3.9% below the state-of-the-art per-
formance of Liu et al. [49]. While being slightly below in
terms of micro AUC, our macro AUC score is remarkably
on par with the object-centric method of Ionescu et al. [36],
and only 1.4% below that of Georgescu et al. [26]. Consid-
ering that our FPS is more than 30 times higher compared
with these methods [26, 36] on the same GPU, our frame-
work provides a clearly superior accuracy-speed trade-off.
Ablation study. In Table 2, we illustrate the impact of each
novel component on our model’s performance. The first
model is a vanilla masked AE, which obtains a rather low
performance on both Avenue and ShanghaiTech. Each and
every component contributes towards boosting the perfor-
mance of the vanilla model. We observe that self-distillation
gives the highest boost in terms of the micro AUC. How-
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Figure 5. Examples of frames and anomaly maps reconstructed by our teacher. The first four columns correspond to abnormal examples
from the Avenue and ShanghaiTech data sets, while the last column shows a normal example. Best viewed in color.

ever, to surpass the 90% milestone on Avenue, it is manda-
tory to introduce the prediction of anomaly maps in the
learning task. An additional boost is given by our classi-
fication head.

The self-distillation procedure gives us a few possible
strategies to combine the outputs of the teacher and the stu-
dent. Hence, we investigate this aspect and report the results
in Table 3. We observe that the best micro AUC is obtained
when we combine the teacher reconstruction error with the
teacher-student discrepancy.

The proportion of synthetic examples per mini-batch is
another aspect that can influence our model’s performance.
In Table 4, we report the micro and macro AUC scores for
three possible augmentation levels. We observe that aug-
mentation is always useful, but, for a better outcome, it re-
quires a moderate percentage (25%).
Performance-speed trade-off. In Figure 2, we compare
our model with several other methods in terms of the
performance-speed trade-off. This comparison undoubtedly
shows that our method reaches a far better processing speed,
while achieving fairly good performance. To strengthen
this observation, we also compare the methods in terms of
GFLOPs and number of parameters in Table 5. We under-
line that the method of Gong et al. [28] might seem small
in terms of the number of parameters, but it is slowed down
by its input, which is formed of a cuboid constructed by
stacking 16 consecutive frames. Moreover, the method re-
lies on a memory module, where each memory slot records
the features of one pixel in the activation maps. Although
their method has twice as many parameters as our own, the
large input volume and the sizable memory bank reduce the
speed to 35 FPS. With an FPS of 1655, our method proves
to be significantly lighter than all its competitors.
Qualitative results. In Figure 5, we present the frames and
anomaly maps reconstructed by the teacher in four abnor-
mal scenarios from Avenue and ShanghaiTech. Moreover,

Method GFLOPs ↓ #Params (M) ↓ FPS ↑
Georgescu et al. [26] 107.9 65 51
Georgescu et al. [27] 121.6 67 24
Liu et al. [49] 179.5 320 12
Park et al. [60] 84 64 195
Gong et al. [28] 55.2 6 35
Ours 0.8 3 1655

Table 5. Comparing methods in terms of floating point operations
(GFLOPs), number of parameters, and FPS.

in the fifth column, we illustrate the behavior of the teacher
in a normal scenario. In all four abnormal cases, the recon-
struction error is visibly higher for anomalous regions. This
effect is mostly due to our training procedure based on syn-
thetic data augmentation. The most obvious example is in
the fourth column, where the bicycle seen in a pedestrian
area is almost entirely removed from the output. Addition-
ally, the predicted anomaly maps are well aligned with the
ground-truth ones.

5. Conclusion
In this work, we proposed a lightweight masked auto-
encoder (3M parameters, 0.8 GFLOPs) for video anomaly
detection, which learns to reconstruct tokens with high mo-
tion gradients. Our framework is based on self-distillation,
leveraging the discrepancy between teacher and student de-
coders for anomaly detection. Moreover, we boost the per-
formance of our model by introducing a data augmentation
technique based on overlapping synthetic anomalies on nor-
mal training data. Our highly efficient framework reached
an unprecedented speed of 1655 FPS, with a minimal per-
formance gap with respect to the state-of-the-art object-
centric approaches.
Acknowledgments. Work supported by a grant of
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