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Abstract

Continual Learning (CL) enables machine learning mod-
els to learn from continuously shifting new training data
in absence of data from old tasks. Recently, pretrained vi-
sion transformers combined with prompt tuning have shown
promise for overcoming catastrophic forgetting in CL. These
approaches rely on a pool of learnable prompts which can be
inefficient in sharing knowledge across tasks leading to infe-
rior performance. In addition, the lack of fine-grained layer
specific prompts does not allow these to fully express the
strength of the prompts for CL. We address these limitations
by proposing ConvPrompt, a novel convolutional prompt
creation mechanism that maintains layer-wise shared em-
beddings, enabling both layer-specific learning and better
concept transfer across tasks. The intelligent use of con-
volution enables us to maintain a low parameter overhead
without compromising performance. We further leverage
Large Language Models to generate fine-grained text de-
scriptions of each category which are used to get task simi-
larity and dynamically decide the number of prompts to be
learned. Extensive experiments demonstrate the superiority
of ConvPrompt and improves SOTA by ∼ 3% with signif-
icantly less parameter overhead. We also perform strong
ablation over various modules to disentangle the importance
of different components. 1

1. Introduction
In this constantly changing world, computer vision models
must adapt to the new and emerging concepts. However,
such models often suffer from catastrophic forgetting [15,
31, 40], a phenomenon where previously learned concepts
are forgotten when adapting to novel concepts. A trivial
solution to this problem is to have separate models for each
new task. However, this would require task identities to be
available during inference which may not be very practical.
Another way to tackle this will be to keep all the data that
the model was trained on, add the new data to it, and then
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train the model again from the beginning. Naturally, this
will incur increased storage and computation as well. A
line of work attempting to maintain a balance, keeps a few
samples from previous tasks and uses them for rehearsing
the previous concepts while learning a new task [4, 6, 8, 16,
19, 29, 36, 38, 42, 56]. However, storing samples from older
tasks may not always be feasible, especially where long-
term storage of data is not permitted possibly due to privacy,
security or legislative concerns [17]. Therefore, developing
rehearsal-free CL approaches requiring no storage of old
data has come up to be desirable.

Recently, there has been a surge of prompt tuning based
approaches [9, 10, 20, 23, 34, 46, 47, 53, 54] that leverage on
pre-trained transformers and show promising performance
without using any rehearsal data. Prompt tuning, originally
introduced in NLP [28] attaches small learnable vectors to
a pre-trained frozen model to properly reuse the already
learned representations. Although promising for continual
learning, these approaches, however, suffer from the follow-
ing drawbacks – (1) Learning task-specific and task-shared
information in separate layers ignores possible interaction
between task-specific and task-shared components [43, 49]
and (2) Always learning a fixed number of prompts per task
irrespective of the tasks’ similarity with the previous ones.
The redundant prompts can lead to overfitting specifically
in cases where the tasks are highly similar usually seen in
fine-grained datasets.

In this work, we propose ConvPrompt, which leverages
task-specific prompts that is generated by convolution over
task-shared parameters. We also exploit similarity between
tasks to control the generation of prompts. Specifically, task
shared knowledge is modeled by a learnable embedding
matrix at each layer. Prompts, on the other hand, are task
specific and are generated by convoluting on the task shared
embeddings with learnable kernels. The shared embeddings
are free to adapt with the different tasks. The prompt gen-
erating convolution kernels, on the other hand, are set aside
once learned for a task and new set of kernels are employed
for the next task. Such a design enables the shared em-
beddings to capture common concepts while allowing the
convolution operations to capture the task-specific concepts
from the common concepts. Moreover, we employ language
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models to get similarity between tasks in order to determine
the number of trainable convolution kernels. Such an ex-
pansion strategy allows the model to be parameter efficient,
introducing only the necessary number of new parameters
as and when needed. The benefits of our approach are three-
fold – (1) It facilitates knowledge transfer across tasks using
task-shared embeddings. (2) Convolutional prompt gener-
ation promotes efficient adaptation to new tasks with low
parameter overhead. (3) Exploiting similar tasks by large
language models results in further reduction in parameters
and superior performance.

Extensive experimentation across several rehearsal-
free continual learning benchmarks shows that our
ConvPrompt approach achieves significant performance
gain compared to state-of-the-art approaches. On average,
across the 3 benchmark datasets and different experimental
settings, we outperform the state-of-the-art prompt based CL
approaches (e.g., CODA-Prompt [46]) by a margin of ∼ 3%
while requiring a significantly lower number of parameters.
Our contribution can be summarized as follows:
• We propose a local prompt creation mechanism by ap-

plying convolution over task-invariant global parameters
enabling an efficient transfer of local and global concepts
across tasks that helps the new tasks to adapt better.

• We incorporate a novel language based task similarity
prediction, for the first time in continual learning, which
helps to reduce the model parameters significantly without
sacrificing the performance and without adding significant
pre-processing overhead as well.

• The extensive ablations and experimentation over the vari-
ous standard datasets and experimental settings show the
superiority of our approach by a significant margin.

2. Related Work
Continual Learning: CL approaches can be classified into
3 broad categories. (1) Regularization-based methods tackle
catastrophic forgetting by applying regularizers that prior-
itize the preservation of important parameters associated
with previously learned tasks. By minimizing interference
between new and old knowledge through the introduction
of penalty terms [1, 2, 24, 26, 58, 59] or constraining the
direction of parameter update [14, 45], these methods en-
courage important parameters to remain in close proximity
to previous solutions. While regularization based methods
have shown promising results involving smaller number of
tasks, their performance can be less satisfactory when con-
fronted with challenging scenarios involving large number
of tasks. (2) Dynamic Architecture-based methods learn new
tasks by assigning distinct parameters for each task [13, 55–
57]. While these approaches exhibit the capability to learn
extended sequences of tasks, they may encounter substan-
tial memory and computational overhead. Also, most ap-
proaches under this category require the information of

which task an image belongs to during inference which may
be unrealistic. (3) Rehearsal-based methods [3, 4, 12, 20–
22, 41, 52] store a few representative training samples from
previous tasks in a buffer, which is then used for train-
ing alongside the current task. Though effective, these ap-
proaches are limited by the size of the buffer and the length
of the task sequences. These are also not particularly suitable
for scenarios with data privacy requirements. In contrast,
ConvPrompt addresses rehearsal-free continual learning
by intelligently utilizing prompts on pre-trained models.

Recently, vision transformers have performed very well
in CL [12, 22, 43, 47, 52, 55]. Authors in [33] examined
the impact of attention heads while Dytox [12] acquires
new skills by expanding special task tokens. LVT [52] in-
troduced inter-task attention in vision transformers. Both
methods, however, require additional memory to store previ-
ous training instances. MEAT [55] uses a parameter isolation
approach while learning new tasks. However, the model’s
expandability is limited, restricting the number of tasks it
can learn and it requires task-ids to be known during infer-
ence. ContraCon [43] uses convolutional re-weighting of
the self-attention weights. However, inference is costly as it
uses augmentation-based entropic task identification.
Prompt Learning: Prompt-based CL offers robust protec-
tion against catastrophic forgetting by incorporating a small
number of model instructions called prompts, rather than
directly modifying encoder parameters [9, 10, 20, 23, 34,
46, 47, 53, 54]. Initial approaches like L2P [54] and Dual-
Prompt [53] employ a prompt pool from which prompts are
selected. These methods match input data to prompts without
relying on task identification, using local clustering based
optimization. Recently, S-Prompts [51] used prompts to
continually learn in a domain incremental learning scenario,
which involves learning the same set of classes under co-
variate distribution shifts. CODA-Prompt builds on [53, 54]
and applies soft attention on the prompts towards end-to-end
continual learning. ProgressivePrompts [37] progressively
learns new prompt tokens for each incoming tasks, but as-
sumes the presence of task-id during inference. A contem-
porary work, LGCL [23], uses handcrafted prompts from
outside and contrastively learns to bring the output represen-
tation of the transformer to the prompt. However, without
indigenous prompt learning, this approach can act only as a
plugin to existing CL approaches with incremental improve-
ment in performance. Our approach, ConvPrompt, stands
out from the rest in its proficiency in knowledge-sharing
across tasks, its ability for on-the-fly prompt generation and
its effective handling of the additional parameters required.

3. Preliminaries
Continual Learning: Continual Learning (CL) trains mod-
els on tasks arriving sequentially over time without forgetting
the previous ones. Each task t ∈ {1, . . . , T} contains train-
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Figure 1. The proposed ConvPrompt architecture. The layerwise [cls] embedding is passed through the projection network to
generate task-specific query representations which are then matched with the prompt-keys using cosine similarity to get the similarity values
of prompt-generators. The prompt generators are applied over the shared embeddings to generate input specific prompt components. A
weighted average of these prompt components are calculated with the corresponding cosine similarity value as weights to get the input
specific key and value prompts which are applied to the pre-trained model. The learnable components are highlighted in green, the frozen
components are highlighted in grey.

ing samples {(xt
i, y

t
i)} where xt

i is the ith sample of the tth

task and yti ∈ Ct is the corresponding label. The set of
the class labels for different tasks are mutually exclusive,
i.e., C0 ∩ C1 . . . ∩ CT = ϕ. We address the challenging
rehearsal-free and Class-Incremental Learning (CIL) setting
of CL where a trained model f needs to predict the label
y = f(x) for an unseen test sample x, regardless of its task
and without access to training data from previous tasks.
Transformer Architecture: We build our approach on top
of a pre-trained Vision Transformer (ViT) [11]. A trans-
former starts by dividing an input image x into a set of
N fixed-sized patches z1 ∈ RN×d which are then embed-
ded into a d-dimensional space with positional encoding.
A single encoder layer of ViT consists of stacks of Multi-
Head Self-Attention (MHSA), layer normalization and Feed
Forward Network (FFN) blocks with residual connections.
Given the input zl at the lth layer, the output zl+1 is gener-
ated that goes into the next layer as input for l ∈ {1, 2, · · ·L}
where L is the total number of encoder layers. At the lth

layer, MHSA block computes self-attention on the input
zl by using H separate self-attention heads. Self-attention
values from head h ∈ {1, 2, · · ·H} at layer l is given by,

A(Ql,h,Kl,h, Vl,h) = softmax

(
Ql,hK

T
l,h√

dk

)
Vl,h (1)

where Ql,h = zlW
Q
l,h, Kl,h = zlW

K
l,h and Vl,h = zlW

V
l,h are

query, key, and value with learnable weights WQ
l,h,W

K
l,h and

WV
l,h ∈ Rd×dh respectively. dh = d/H is the dimension

of key, query and value vectors. The activations from dif-
ferent attention heads are then concatenated and residually
added to the input zl before performing layer normalization.
The resulting activations are passed through a FFN block
consisting of two linear layers and an activation function
(usually GELU). After another residual connection and layer
normalization, the output zl+1 at the lth layer is generated.
Prompt and Prefix Tuning: Prefix or prompt tuning aims to
learn continuous vectors where the pre-trained transformer
is kept frozen. It prepends lp learnable vectors to the original
keys and values of the self-attention heads at every layer.
Specifically, lp length prefix vectors P (K)

l,h ;P
(V )
l,h ∈ Rlp×dh

are concatenated with the original key Kl,h and value Vl,h

respectively. Then the self-attention values from head h

at layer l is computed as A(Ql,h, [P
(K)
l,h ,Kl,h], [P

(V )
l,h , Vl,h])

following Eqn. 1. Unlike existing prompt based approaches
learning directly the additional vectors [46, 53, 54], our
work focuses on creating prompts by maintaining a balance
between old knowledge of the system and new information
to be put on an ad-hoc basis.

4. Methodology
In this work, we propose a prompt-based CL approach
(ConvPrompt) by generating prompt vectors for each new
task in combination with knowledge learned previously (ref.
Fig. 1). Knowledge from previous tasks is modeled by a
learnable embedding matrix shared between all tasks. The
task-specific prompts are created by employing convolution
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operation on the shared embedding matrix. While existing
works [53, 54] have shown to perform well by prompting a
pre-trained transformer, they rely on a single set of prompt
vectors needing to compress all necessary information of an
image into one single set. Rather than one set of lp prompt
vectors, following CODA-Prompt [46], we have M such sets
which we call prompt components. However, unlike CODA-
Prompt, the prompt components are not directly learned in
our approach. Instead, they are generated from previous task
knowledge by employing M convolution kernels (known
as the prompt generators) in each head of each layer. A
weighted combination of the prompt components provides
the final lp prompt vectors where the weights come from the
[CLS] embedding at each layer of the ViT corresponding
to the input image. The weighing not only allows us to opti-
mize the model end-to-end but also provides a unique blend
of previous task knowledge and the input image.

4.1. Prompt Generation

The prompt vectors in our approach are dynamically gener-
ated by small convolution operations. Convolution is per-
formed between two learnable components – (i) Shared Em-
beddings and (ii) Prompt Generators. Corresponding to each
head h ∈ {1, 2, · · ·H} in each layer l ∈ {1, 2, · · ·L} of the
transformer, there are shared embedding matrices SEK

l,h and
SEV

l,h respectively for the keys and the values. These matri-
ces are shared across tasks. The prompt generators are single
channel convolution kernels which are applied on the shared
embeddings. We learn a set of M prompt generators for
each head in each layer, for both keys and values. For head h
and layer l, the prompt generators are denoted as GK

l,h,m and
GV

l,h,m, where m ∈ {1, 2, · · ·M}. The shared embeddings
are of dimension (lp + k − 1) × (dh + k − 1) where k is
the size of the convolution kernels of the prompt generators.
The convolution operation results in prompt components
PCK

l,h,m and PCV
l,h,m of size lp × dh. The convolutional

prompt generators not only enables us to maintain a good
trade-off between performance and low parameter require-
ments per task but also makes use of the inherent inductive
bias for structured prompt creation [48].

4.2. Prompt Weighting

Instead of compressing all the information into one set of
prompt vectors we make use of M prompt components to
get the final prompt vectors at each head of each layer. For
each prompt component PCK

l,h,m (and PCV
l,h,m), we gener-

ate weights (between −1 and 1) which can be interpreted
as the relative importance of the particular prompt com-
ponent in blending them together. We employ M learn-
able keys, referred to as prompt keys π ∈ Rdπ for this
purpose. The prompt keys work on the image features
expressed as a nonlinear function of the [CLS] token at
each layer. The [CLS] token is passed through a Projec-

tion Network (PNϕ), parameterized by ϕ, consisting of a
two-layer fully-connected neural network with a ReLU ac-
tivation [35] in between. The output PNϕ([CLS]) maps
the input image to the same space as the prompt keys where
a cosine similarity is taken between PNϕ([CLS]) and the
M prompt keys in each layer l resulting in the importance
values {sl,1, sl,2, · · · , sl,M}. The prompt components ob-
tained as a result of the convolution operation between the
prompt generators and shared embeddings are weighed by
the M similarity scores to get the final prompts P (K)

l+1,h and

P
(V )
l+1,h as follows,

P
(K)
l+1,h=

M∑
m=1

sl,mPCK
l,h,m;P

(V )
l+1,h=

M∑
m=1

sl,mPCV
l,h,m (2)

While existing works have linearly combined prompt
components to get the final prompt, the similarity scores
were generated using the same final [CLS] token across all
layers. However, this requires a full forward pass through
the transformer solely for getting the similarity scores and
then the final prompts at each layer for the final predictions
resulting in a total of two passes. In contrast, we utilize the
[cls] embedding from each layer enabling us to generate
the final prompts for the subsequent layers in one single
pass resulting in a significant reduction of computation. The
similarity values generated from the image help different
prompt components to focus on specific features towards the
final prompt [46]. Building on this, we used a non-linearly
learned projection network that better captures complex tasks
as shown empirically.

4.3. Language Guided Prompting

To maintain a balance between learning new tasks and pre-
serving knowledge accumulated from old tasks, we make use
of both task-shared as well as task-specific parameters. In
our work, PNϕ and SE act as shared parameters facilitating
inter-task information sharing, while with new tasks coming,
the previously learnt prompt generators and prompt-keys are
frozen, thus making them task-specialized. A new set of
these are freshly learned for every incoming task.

Let the total number of prompt generators per layer
learnt till the (t − 1)th task be Mt−1, while the number
of prompt generators learnt for task i only is Ji. Natu-

rally, Mt−1 =
t−1∑
i=1

Ji and all Mt−1 prompt generators are

kept frozen when the new set of Jt prompt generators are
learned. Notwithstanding the prompt generators’ role to
mitigate catastrophic forgetting, it is also crucial to keep
the increase in parameters in check with increasing number
of tasks. Ideally, if a task is similar to a task seen earlier,
then the prompt generators learnt previously can be reused.
Thus, in contrast to previous works [46] which learn a fixed
number of prompt components per task, we learn a dynamic
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Tasks Split CIFAR-100 Split CUB-200 Nparam(↓)
Method AT (↑) FT (↓) AT (↑) FT (↓) Train/Total
Joint-FT (upper bound) 93.22± 0.16 – 88.00± 0.15 – 100/ 100

Seq-FT 8.6± 0.43 42.67± 0.13 23.87± 0.54 62.52± 0.57 100/ 100
ER (buffer size 5000) 82.30± 0.42 16.30± 0.24 60.73± 0.23 8.71± 0.65 100/ 100
LwF [27] 64.56± 1.23 25.27± 1.32 48.73± 1.46 25.18± 0.31 100/ 100
L2P [54] 82.76± 1.17 7.86± 0.39 62.21± 1.92 7.12± 0.33 0.7/ 100.7
L2P + LGCL [23] 84.33± 0.06 5.83± 0.23 – – 0.7/ 100.7
DualPrompt [53] 85.07± 0.49 5.57± 0.20 66.00± 0.57 4.4± 0.31 1.3/ 101.3
DualPrompt + LGCL [23] 87.23± 0.21 5.10± 0.15 – – 1.3/ 101.3
CODA-Prompt [46] 87.00± 0.38 4.78± 0.24 74.40± 0.74 6.40± 0.34 4.6/ 104.6

ConvPrompt 88.87± 0.33 4.75± 0.15 80.2± 0.52 5.6± 0.38 2.0/ 102.0

Table 1. Results (%) on CIFAR-100 and CUB-200. Reported results are for 10 tasks with a supervised ImageNet-21k pretrained ViT as
the backbone. AT denotes the average accuracy and FT denotes the forgetting. Nparam denotes the percentage of trainable/final parameters
w.r.t that of the ViT model. The Nparam values are dynamic for our approach and the reported value (2.0/102.0) is the average of the values
in Split-CIFAR-100 (2.2/102.2) and Split CUB-200 (1.8/101.8).

number of prompt generators depending on the similarity
of the task with the previous ones. The task similarity can
be naively modeled by comparing the visual features of the
images from different tasks. We present an alternative frame-
work to get task similarity cheaply using Large Language
Models (LLMs) such as GPT-3 [5] which show remarkable
world knowledge on a variety of topics.

Our key insight is that we can use language as a tool
to get descriptions of visual attributes of different classes
and use these to find task similarity. Visual attributes are
additional semantic knowledge that articulate the visual con-
cepts associated with each categories. For example, some
visual attributes of bee are ‘black and yellow stripes’, ‘two
pairs of wings’, ‘three body segments’, etc. Instead of man-
ually writing these, we queried GPT-3 to get the attributes
for each set of classes in each task as they arrived. This is
computationally cheap, requires no additional training, and
is scalable to large number of classes. Inspired by works
like [30, 32], the class attributes are generated by using the
query – “What are useful features for distinguishing a [class
name] in a photo?” for each class in a task. We generate
the BERT embeddings of these attributes and store them in a
pool for all seen tasks. For each attribute of the current task
t, cosine similarity with all stored attribute embeddings till
task t − 1 is computed. The similarity simt of task t with
the previous tasks, is the mean of such maximum similarity
values across all attributes of task t. Let Jmax denote the
maximum prompt generators per task. Then Jt is given by
(1− simt)Jmax i.e., higher similarity enables to have lower
number of prompts. Leveraging linguistic knowledge, we
reduce the learnable parameters if the classes in a task have
a high overlap with the previously encountered ones.

4.4. Regularization and Final Objective

To prevent over-writing of concepts captured by previous
tasks in global task-shared PNϕ and SE, we need to ensure
that while learning the current task, these parameters deviate

less from the previous tasks. To achieve this, when learning
for task t, we regularize the set of parameters ϕt of the
projection network and the shared embeddings SEt, to have
low l1 norm with that of the previous task as follows:

Lr(ϕt, ϕt−1) = ||ϕt−1 − ϕt||1
Lr(SEt, SEt−1) = ||SEt−1 − SEt||1

(3)

SEt denote the shared embedding parameters of task t for
all heads and layers combined and for both keys and val-
ues. Note that suffix t used with the shared embeddings may
indicate that SE is task specific, they are not. Shared signi-
fies the same set of embeddings is used to learn the shared
semantics among different tasks. We incrementally update
the same SE for each task, using a copy of the SE from the
immediately preceding task for regularization in Eqn. 3 that
is discarded after training. ϕt denote the projection network
parameters at the tth task. The final objective is:

Lcls(f(x), y)+1(t>1)λ[Lr(ϕt,ϕt−1)+Lr(SEt,SEt−1)] (4)

where Lcls denotes classification loss, t the task-id and λ ∈
[0, 1] the hyper-parameter to weigh the loss components. The
indicator function 1(t>1) denotes the fact that regularization
is applied after the first task.

5. Experiments
Datasets: We evaluate ConvPrompt on the benchmark
datasets, ImageNet-R [18] and CIFAR-100 [25], as well
as on the fine-grained dataset, CUB-200 [50] in the CIL
setup. ImageNet-R [18] is formed from 200 subcategories
of ImageNet [44] but with images from different domains
such as cartoon, graffiti and origami. It also includes some
hard examples from ImageNet that standard models fail to
classify. It contains 24,000 training images and 6,000 test
images. Following [53, 60], we split the 200 classes into
10 tasks with each task containing 20 classes respectively.
CIFAR-100 [25], a widely used dataset in continual learn-
ing, contains 100 classes, with each having 500 training and
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Tasks 5 Task 10 Task 20 Task Nparam(↓)
Method AT (↑) FT (↓) AT (↑) FT (↓) AT (↑) FT (↓) Train/Total
Joint-FT (upper bound) 79.6± 0.87 – 79.6± 0.87 – 79.6± 0.87 – 100/ 100

Seq-FT 21.82± 0.85 76.26± 0.37 11.42± 0.76 78.32± 0.64 8.75± 0.42 82.21± 0.96 100/ 100
ER (buffer size 5000) 70.53± 0.68 17.47± 0.35 64.32± 0.65 22.35± 0.97 53.26± 0.83 34.21± 0.82 100/ 100
LwF [27] 49.75± 0.65 41.36± 0.27 39.27± 1.92 51.23± 0.34 30.29± 1.82 60.32± 0.86 100/ 100
L2P [54] 67.43± 0.11 5.12± 0.62 63.49± 0.40 6.85± 0.42 59.38± 0.50 5.89± 0.36 0.7/ 100.7
L2P + LGCL [23] – – 62.51± 0.05 8.9± 0.17 – – 0.7/ 100.7
DualPrompt [53] 70.42± 0.88 4.1± 0.33 68.50± 0.52 5.14± 0.18 63.21± 0.49 5.28± 0.45 1.3/ 101.3
DualPrompt + LGCL [23] – – 69.46± 0.04 4.2± 0.06 – – 1.3/ 101.3
CODA-Prompt [46] 75.38± 0.34 6.08± 0.36 74.24± 0.56 4.92± 0.21 70.86± 0.42 6.87± 0.25 4.6/ 104.6

ConvPrompt 79.10± 0.47 3.08± 0.11 77.86± 0.25 4.33± 0.24 75.1± 0.39 4.1± 0.29 2.2/ 102.2

Table 2. Results (%) on ImageNet-R. Reported results are for 5, 10 and 20 tasks splits of ImageNet-R with a supervised ImageNet-21k
pretrained ViT as the backbone. AT denotes the average accuracy and FT denotes the forgetting. Nparam denotes the percentage of
trainable/final parameters w.r.t that of the ViT model. The Nparam values vary for ConvPrompt with varying number of tasks and the
reported value is the average of the values for 5-tasks (1.64/101.64), 10-tasks (2.0/102.0) and 20 tasks (2.88/102.88).

100 test images. Following [46, 53, 54, 60], we use the
10 task setup of CIFAR-100 with each task containing 10
classes. CUB-200 [50] is a fine-grained dataset containing
200 classes of different bird species with 5994 training im-
ages and 5794 test images. Following [60], we use the 10
task setup of CUB-200 with each task containing 20 classes.

Training and Implementation Details: We use the ViT-
B/16 [11] model pre-trained on the ImageNet-21k [39] as
the backbone over which ConvPrompt is applied. Our pro-
jector network is a two-layer neural network having d/2 and
d/4 neurons in these two layers respectively where the input
([CLS] token) is d-dimensional. A ReLU [35] activation
function is applied between the two layers. Our approach
applies prompts to 7 layers of the pre-trained ViT as our
ablation experiments show that more layers with prompts
does not help improve the performance although parame-
ter overhead increases. We train each task in CIFAR-100,
ImageNet-R and CUB-200 for 10, 10 and 60 epochs respec-
tively. The hyperparameter Jmax is set to 5, acting as an
upper limit for the maximum number of prompt components
needed per task. The hyperparameter λ, which is used to
weigh the regularization terms in Eqn. 4 is set to 0.01. The
experiments leading to our choice of λ and other additional
experimental results can be found in the supplementary ma-
terial. We present our results after conducting five random
trials, where task orders were randomly selected for each
run. The mean± std values are reported.

Metrics Used: We report Average accuracy AT and Forget-
ting FT calculated over the T tasks for all our experiments.
Specifically, after training on T tasks is completed, AT and
FT are calculated as follows:

AT =
1

T

T∑
t=1

St,T

FT =
1

T − 1

T−1∑
t=1

max
t′∈{1,...,T−1}

(St,t′ − St,T )

(5)

where St,T is the test classification accruacy on task t after
the model has been trained on task T . In other words, aver-
age accuracy measures the average accuracy of all the tasks
after training on the last task and forgetting measures the
average drop in accuracy of a task after training on the last
task from its maximum accuracy attained.

Comparisons: We evaluated our approach against several
rehearsal free approaches. These include Learning without
Forgetting (LwF) [27], Learning to Prompt (L2P) [54], Du-
alPrompt [53] and CODA-Prompt [46]. We also evaluated
against LGCL [23], which uses language based prompts
and acts as a plugin to L2P and DualPrompt. Additionally,
we also compared our approach with a rehearsal-based ap-
proach, Experience Replay (ER) [7] with buffer size 5000.
In addition, we report Joint-FT and Seq-FT performances as
they serve as bounds of the performance in many situations.
In Joint-FT, the ViT model is trained jointly on the training
data of all the tasks combined, serving as an upper bound
on the performance. Seq-FT represents fine-tuning the ViT
model sequentially using only the new task’s training data
and thus is severely affected by catastrophic forgetting.

5.1. Results and Analysis

As shown in Table 1 and Table 2, ConvPrompt outper-
forms both rehearsal-free and rehearsal-based approaches
significantly. On average, ConvPrompt outperforms the
existing state-of-the-art CODA-Prompt [46] by ∼ 3% while
using only ∼ 40% of the trainable parameters used by
CODA-Prompt. Our approach shows slightly more forget-
ting in the 10-task setup of Split-CUB. However, even with
more forgetting, our approach is able to outperform the exist-
ing approaches by atleast 3% margin thereby confirming that
our design enables efficient adaptation to new tasks by pre-
venting overfitting that leads to higher maximum accuracy by
the tasks. This indicates that our convolutional prompt cre-
ation mechanism is able to utilize the shared inter-task con-
cepts better than CODA-Prompt [46] and DualPrompt [53].

23621



Dataset SLCA SLCA + ConvPrompt
Split CIFAR-100 91.53± 0.28 90.60± 0.35
Split ImageNet-R 77.00± 0.33 78.5± 0.37
Split CUB-200 84.71± 0.40 87.12± 0.31

Table 3. Results with SLCA: We report the AT values for SLCA
and the SLCA + ConvPrompt. ConvPrompt when applied on
top of SLCA, improves its performance by 1− 2%.

Method AT (↑) FT (↓) Nparam(↓)
Upper Bound 79.7± 0.15 – 100/100
ViT (linear probing) (Lower Bound) 62.1± 0.52 5.74± 0.23 0.02/100
+ SE 67.3± 0.58 5.19± 0.21 0.7/100.7
+ SE + NN 73.82± 0.84 9.92± 0.48 14.9/114.9
+ SE + Conv 73.92± 0.65 9.43± 0.33 3.4/103.4
+ SE + Conv + PN (1-layer) 76.28± 0.23 4.46± 0.17 3.5/103.5
+ SE + Conv + PN (2-layer) 77.96± 0.54 4.75± 0.57 3.7/103.7
ViT + SE + Conv +
PN (2-layer) + Task-Sim 77.86± 0.25 4.33± 0.24 2.0/102.0
( ConvPrompt )

Table 4. Ablation over ImageNet-R 10 tasks: We report AT and
FT averaged for 5 trials. We also report the number of trainable
params of each of the variants. ViT denotes the ViT pre-trained on
ImageNet-21k over which we apply the different components.

Comparison with SLCA: We also conducted a comparison
with a recent SOTA approach Slow Learner with Classifier
Alignment (SLCA) [60] that does not use prompts for CL.
Instead, it finetunes the whole network with smaller learning
rate for the represenation layers and larger learning rate
for the classification layer. This approach has demonstrated
superior performance compared to existing continual prompt-
tuning methods. As it involves full network tuning, it is
computationally expensive making it impractical in resource-
constrained scenarios. In contrast, our approach is viable in
situations where compute is limited. In this experiment, we
show that our approach can also exploit differential learning
rates and classifier alignment as SLCA and provide further
improvement in performance. Specifically, in such cases, we
learn the prompts along with the transformer weights during
fine-tuning. The results in Table 3 demonstrate that our
approach combined with SLCA, outperforms it in two out
of the three datasets achieving the new state-of-the-art while
in the CIFAR-100 dataset it is almost at par with SLCA.

5.2. Ablation Studies and Other Analysis

We perform all our ablation studies on the 10 task setup of the
ImageNet-R dataset unless otherwise mentioned. Through-
out the study, we consider the ImageNet-21k pre-trained
ViT-B/16 model onto which we gradually integrate our mod-
ules to showcase their importance. Table 4 shows the results.
Exploiting Shared Embedding across Tasks: Adding
shared embedding on top of the ViT-B/16 baseline, already
gives better performance than L2P [54] that uses a pool of
prompts (ref. row ‘+SE’). This shows that knowledge
shared across tasks, when properly regularized, can itself be
better than purely individual prompts.
Role of Prompt Generators: Next, we add the task-specific

prompt generators on top of the task-shared embeddings. We
experimented with two functional forms of the prompt gener-
ators – a) Convolution kernels and b) Neural Networks. Both
types show significant improvement (ref. rows ‘+SE+NN ’
and ‘+SE+Conv’). However, using a neural network is
naturally heavier on compute compared to a convolutional
prompt generator as shown in the rightmost column. Overall,
the addition of task-specific prompt generators leads to a sig-
nificant improvement of ∼ 6% over the task-shared-only ap-
proach and an improvement of ∼ 3% over DualPrompt [53]
which also uses both task shared and task specific knowledge.
This reaffirms our hypothesis that prompt generation over
shared embeddings helps in the effective sharing of inter-task
concepts to better adaptation of newer tasks.
Significance of Prompt Weighing: We then add our prompt
weighting mechanism which further gives an improvement
of ∼ 3% (ref. two rows starting with ‘+ SE + Conv + PN ’).
This signifies that our prompt weighting exploits important
prompts better. To investigate if a non-linearity in projector
network helps, we compare the performances of a linear
projection network (single layer fully-connected neural net)
with a non-linear one (two-layer fully-connected neural net
with a ReLU in between) and observe that the non-linearity
naturally is better with complex visual data albeit with a
slight increase in parameter count.
Language helps reduce parameters: Finally, we add lan-
guage driven task-similarity to dynamically determine the
number of prompt generators (ref. last row of Table 4) which
makes the full ConvPrompt. This leads to significant pa-
rameter reduction while maintaining the same performance.
In datasets containing very similar tasks (e.g., CUB-200) the
performance also gets boosted (∼ 1%) possibly due to less
overfitting as a result of reduced number of parameters.
Effect of Prompt Length: We analyze the effect of the
length (lp) of prompt vectors on the performances of differ-
ent prompt based CL approaches including ours. For this
purpose, we ran experiments with different prompt lengths,
increasing the length in multiples of 4 from 4 to 40. As can
be seen in Fig. 2a, ConvPrompt performs the best across
all values of lp and the performance has an increasing trend
till the prompt length is 20 after which it saturates. So, we
used lp = 20, unless otherwise mentioned.
Effect of Increasing Layers to Prompt: To analyze if
prompting every layer helps we applied prompts to differ-
ent layers of the pre-trained backbone for ConvPrompt
and the closely related approaches (ref. Fig. 2b). Specifi-
cally, starting with prompts to the first 5 layers, we go on
to apply prompts till the last layer (i.e., 12th layer). As
seen, ConvPrompt’s performance peaks at 7 layers before
stagnating while for DualPrompt and CODA-Prompt perfor-
mance decreases after 5 layers and then stagnates.
Effect of number of Prompt Generators: We analyze the
effect of increasing the maximum number of prompt genera-
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Figure 2. Ablation over Split ImageNet-R 10 tasks: (a) average accuracy vs prompt length: The performance peaks at 8 for CODA-P and
at 20 for rest of the models (b) average accuracy vs number of layers prompts are applied to: The performance for ConvPrompt, peaks at 7
layers while it peaks at 5 for the other models. (c) Average accuracy vs maximum number of prompt components per task: The performance
of ConvPrompt peaks at Jmax = 5 prompts per task, with the final prompt count after 10 tasks reaching to 18 owing to task-similarity.
(d) Average accuracy vs kernel size of the prompt creators: The performance for ConvPrompt, peaks at kernel size 17.

Method AT (↑) FT (↓) Nparam(↓)
class-label based sim 76.93± 0.45 4.49± 0.57 2.22/102.22
image-based sim 77.18± 0.42 4.38± 0.47 2.29/102.29
Class Attribute
based sim (ConvPrompt) 77.86± 0.25 4.33± 0.24 2.00/102.00

Table 5. ImageNet-R 10 tasks: Comparison of different task-
similarity measures. We report AT and FT averaged for 5 trials.

tors Jmax (ref. Fig. 2c). We observe that the performance
peaks at Jmax = 5 after which the performance decreases.
Effect of Kernel Size of Prompt Generators: To under-
stand the impact of the prompt generator’s kernel size, we
varied the convolution kernel size k from 5 to 25 in steps of
2. As can be seen in Fig. 2d, convolution kernels of size 17
gives the best results while slightly decreasing and stagnat-
ing for higher values. We chose kernel size 17 as the default
value since it leads to a better trade-off between the number
of trainable parameters and performance.

P→C C→P
Datasets AT (↑) FT (↓) AT (↑) FT (↓)
CIFAR-100 88.87 ± 0.33 4.75 ± 0.15 88.24 ± 0.31 3.86 ± 0.34
ImageNet-R 77.86 ± 0.25 4.33 ± 0.24 77.76 ± 0.28 3.65 ± 0.27
CUB-200 80.2 ± 0.52 5.6 ± 0.38 80.1 ± 0.45 5.7 ± 0.26

Table 6. Prefixes before and after projection on 10-task setup.

Effect of Prompting before or after Projection: We ana-
lyze the effect of concatenating the prompt vectors P (K)

l,h and

P
(V )
l,h with the original key Kl,h and value Vl,h respectively

vis-a-vis concatenating them with the input zl which is pro-
jected to get the key and values. Performance does not vary
much if projection is performed after concatenation (C→P )
compared to the other way round (P→C) (Table 6). Natu-
rally, computation is more (by ∼ 0.2B MACs) in (C→P )
due to bigger matrix-vector multiplications. With low com-
pute overhead and comparable performance, (P →C) is
advantageous and is used in our experiments.
Best way to measure Task Similarity: As similarity be-
tween tasks plays a crucial role in performance as well as
additional parameters trained, we tried different avenues to
measure task similarity. Specifically, we experimented with
(i) class-label based task similarity and (ii) image-based task
similarity. In the first approach, instead of taking GPT-3

Method MACs
L2P [54] 35.85B
DualPrompt [53] 33.72B
CODA-Prompt [46] 33.72B
ConvPrompt 17.98B

Table 7. Comparison of Inference Times: MAC (multiply accu-
mulate) operations required for the evaluation of tasks once the
model has been fully trained on the 10 tasks of Split ImageNet-R.

generated attributes, we directly used the class labels and
in the second we extracted visual features using pretrained
ViT-B/16 and used them to measure similarity with previous
tasks. Table 5 shows the performance and parameter require-
ments with these on 10-task ImageNet-R. It can be seen that
the attribute-based class similarity leads to the introduction
of least number of parameters as well as best performance.
Comparing Inference-Time: We compared the inference
time with competing prompt tuning based approaches,
namely L2P [54], DualPrompt [53] and CODA-Prompt [46].
Specifically, for a model, we compute the number of MACs
(Multiply and Accumulate Operations) an input image con-
sumes during inference after the model has been trained for
all the 10 tasks on the ImageNet-R dataset. As can be seen
in Table 7, ConvPrompt requires the least compute backed
by the single pass for prompting through it.

6. Conclusion
In this paper, we proposed ConvPrompt, a novel convo-
lutional prompt generation mechanism coupled with a task
similarity based expansion strategy for rehearsal-free CL.
Different from the existing approaches, our approach cre-
ates prompts in each layer by applying convolution over
task shared embeddings causing better knowledge trans-
fer across tasks. Moreover, our expansion strategy with
LLM driven task similarity ensures that this performance
boost is achieved without a significant increase in the num-
ber of learnable parameters. Extensive experimentation
showed that ConvPrompt outperforms SOTA baselines
significantly while requiring fewer additional parameters.
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