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Abstract

Image denoising approaches based on deep neural net-
works often struggle with overfitting to specific noise dis-
tributions present in training data. This challenge per-
sists in existing real-world denoising networks, which are
trained using a limited spectrum of real noise distributions,
and thus, show poor robustness to out-of-distribution real
noise types. To alleviate this issue, we develop a novel
training framework called Adversarial Frequency Mixup
(AFM). AFM leverages mixup in the frequency domain
to generate noisy images with distinctive and challenging
noise characteristics, all the while preserving the properties
of authentic real-world noise. Subsequently, incorporat-
ing these noisy images into the training pipeline enhances
the denoising network’s robustness to variations in noise
distributions. Extensive experiments and analyses, con-
ducted on a wide range of real noise benchmarks demon-
strate that denoising networks trained with our proposed
framework exhibit significant improvements in robustness
to unseen noise distributions. The code is available at
https://github.com/dhryougit/AFM.

1. Introduction

Image denoising based on deep neural networks [5, 6, 22,
26-28, 30, 31] has witnessed unprecedented success ben-
efiting from the simplicity of the problem formulation and
the construction of new datasets. Traditionally, denoising
networks have been trained using synthetic noise models,
such as Gaussian or Poisson noise, which are artificially
added to images for training and evaluation purposes. How-
ever, real-world noise, influenced by various factors within
the Image Signal Processing (ISP) pipeline such as demo-
saicing and gamma correction, exhibits a distinct signal de-
pendency and often follows distributions that differ from
synthetic counterparts. This divergence between synthetic
and real-world noise distributions raises significant general-
ization issues when applying denoising models to real noisy
images.

While efforts have been devoted to creating datasets with
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Figure 1. The difference in real-world denoising results for in-
distribution and out-of-distribution samples. While the state-of-
the-art Restormer [28] performs well on in-distribution samples
from SIDD [1], its performance is degraded on out-of-distribution
examples from CC [16] and Poly [23]. In contrast, a DnCNN [30]
model trained with our AFM exhibits robustness for both samples.

clean and noisy image pairs in the real-world, collecting
these datasets poses a significant challenge. Thus, vari-
ous self-supervised approaches [10, 12, 18] have emerged
as promising solutions for image denoising, aiming to re-
duce the dependence on paired noisy-clean image datasets.
Nevertheless, these methods often fall short in performance
when compared to supervised learning approaches. As a
result, supervision on real noise datasets still remains favor-
able in practical scenarios.

Image denoisers trained with supervision on real noise
datasets, however, come with their own set of flaws. Most
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Figure 2. Visualizing the frequency magnitudes of denoising
results for an in-distribution (SIDD [1], top row) and out-of-
distribution (Poly [23], bottom row) sample, using a model trained
without AFM. For the in-distribution sample, the model yields a
cleaner frequency map after denoising than the ground truth, but
for the out-of-distribution sample, the model struggles to denoise
certain regions in the frequency map.

notably, we observe that even state-of-the-art denoisers en-

counter difficulty generalizing to variations in noise distri-

butions, which arise from factors such as different camera
sensor types, shooting environments, and ISP processes.

We illustrate this phenomenon in Figure 1, and provide a

frequency analysis in Figure 2. While this lack of real noise

generalization has a detrimental effect on the widespread
use of denoising models, it is a relatively unexplored issue
in the field of image denoising research.

In this work, we propose Adversarial Frequency Mixup
(AFM), a model-agnostic training framework that improves
the generalizability of denoising networks to variations in
real noise distributions. To this end, AFM constructs im-
ages with noise that is unique and difficult to denoise, while
maintaining the properties of real-world noise. Then, by
integrating these noisy images into the training pipeline,
the denoising network becomes robust to variations in real
noise distributions. More specifically, AFM works by mix-
ing up a noisy and denoised image according to a mixup
mask in the frequency domain. This mixup mask is gener-
ated by a separate lightweight neural network, which yields
two variants of our approach: AFM-E and AFM-B. AFM-E
generates the mixup mask in an element-wise manner, while
AFM-B generates the mask by assigning a mixup value for
each frequency band. Moreover, AFM is trained using an
adversarial loss and can generate adversarial mixup masks.

Overall, our contributions are summarized as follows:

* We propose AFM, a model-agnostic training framework
that improves the denoising network’s generalization and
robustness to real-world out-of-distribution noise images
by generating new noisy images through an adversarial

mixup in the frequency domain.

* We design two adversarial mask generation networks,
AFM-E and AFM-B. AFM-E generates mixup masks in
an element-wise fashion while AFM-B generates mixup
masks for individual bands.

* We demonstrate the effectiveness of AFM on multi-
ple real-world out-of-distribution image denoising bench-
marks. Our method consistently outperforms ordinary
training on various denoising architectures and even state-
of-the-art denoising models by significant margins.

2. Related Works

This section reviews existing image denoising models based
on deep neural networks with and without supervision and
discusses recent efforts for robust image denoising.

2.1. Supervised Image Denoising

In recent years, there have been significant advancements
in the area of supervised image denoising, where paired
noisy and clean images are available for training. The
initial breakthroughs were largely driven by CNN-based
models, with Denoising Convolutional Neural Network
(DnCNN) [30] leading the stage for further innovations in
this domain. Building upon this foundation, the U-Net-
based architectures [4, 5, 26, 27] have emerged as promi-
nent models, leveraging skip connections to effectively
combine local and global contextual information. Addition-
ally, the introduction of transformer-based models [22, 28]
marked a paradigm shift in denoising strategies. Equipped
with attention mechanisms, transformer-based models ex-
cel at identifying complex dependencies, effectively dimin-
ishing noise distortions in the process. These models have
shown exceptional skill in reducing noise, substantially mit-
igating the impact of specific noise distributions they have
been trained on using paired datasets. Yet, they encounter
challenges in effectively managing noise distributions that
diverge from those they have been trained on, which poses
hurdles for their application in real-world scenarios.

2.2. Self-supervised Image Denoising

Collecting clean and noisy pair data from the real-world
is cost-intensive. To mitigate these issues, there has been
an active research on exploring unsupervised and self-
supervised learning techniques like N2N [12], N2S [2],
N2V [10], and R2R [18]. These approaches demonstrate
the feasibility of training denoising networks using datasets
comprising solely noisy pairs or individual noisy images,
without the need for a clean and noisy pair dataset. More-
over, DIP [21], Self2Self [19] and Neighbor2Neighbor [7]
have introduced novel approaches to train denoising net-
works even in the absence of training data, by using a single
noisy image to produce a clean counterpart. However, these
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Figure 3. An overview of our Adversarial Frequency Mixup (AFM) framework. (a) Overall procedure. The input image I is fed to the
denoising network to produce a denoised image, I. Then, I and I are passed to the AFM module, which generates a new image Ihard.
Both I and Ipaq are used to train the denoising network. (b) Details of the AFM module, Two images, I and I, are mixed in the frequency
domain according to the mask m generated by the mask generator. Note that, while the AFM module generates both Ipag and Ieasy, only
Ihara is used to train the denoising network and le,y is used to update the mask generator. (The process of training the mask generator is

not illustrated in this figure.)

methods are plagued by inefficiency of significant time con-
sumption, as the network needs to be retrained for each dis-
tinct image. Importantly, their performance often falls short
when compared to supervised methods.

2.3. Generalization for Denoising

Existing denoising models have a generalization issue,
overfitting to training noise distribution. Only a few works
have been addressed this challenge [3, 15]. Mohan et
al. [15] observe that the noise overfitting is caused by bias
terms and remove all the biases from the network. However,
this method is targeted to enhance robustness within various
levels of noise, but not noise types. Chen et al. [3] introduce
the input pixel and attention feature masks during training
to focus on reconstructing a clean image itself rather than
denoising, but its performance on a real noise still remains
insufficient.

3. Methods

Our goal is to train a denoising network that demonstrates
strong generalization performance across various examples
with unseen real noise. To accomplish this, we propose Ad-
versarial Frequency Mixup (AFM), a novel training frame-
work based on augmented images in the frequency domain
with realistic noise distribution.

3.1. Background

Denoising networks aim to generate clean images, regard-
less of noise patterns imposed on input images. Such a pro-
cedure is formulated as

Dy(x +n) =z, 6]

where Dy denotes the denoising network parametrized by 6
and (z,n) indicates a pair of a clean image and its noise.

For supervised learning, a prevalent approach is to train a
denoising model using a real noise dataset such as SIDD [1],
which consists of clean () and noisy image (x + n) pairs.
The objective of the problem is to optimize the model pa-
rameter # by minimizing the following loss:

L=|Do(x +n)—2|. )

However, conventional methods are prone to learning fixed
mappings between clean and noisy images, which often
leads to poor generalization. In practical scenarios, there is
a wide range of noise variations due to the diverse charac-
teristics of camera sensors and the Image Signal Processing
(ISP) pipelines. Therefore, it is imperative for real noise
denoising models to generalize to such variations in noise
distributions.

3.2. Adversarial Frequency Mixup

Figure 3(a) illustrates an overview of the proposed AFM
approach, designed to improve generalization to unseen real
noise images. Given a noisy input image I € RE*H*W e
first predict a denoised image I using a denoising network
Dy, which is given by

I =Dy(I). 3)

Then, we mixup the original input I and the prediction Iin
the frequency domain as follows:

Tprd = F ! (]—"(I) om+FI) o1 - m)) R

where F is the Fast Fourier Transform (FFT), ® is an ele-
mentwise multiplication operator, m € [0, 1]'*#*W s an
arbitrary mask in the frequency domain, and I, is the re-
sulting mixed image'. Since the mask m is bounded by

IThe resulting image is termed I}, for the reasons that will be dis-
cussed in Section 3.2 and 3.3
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[0,1], the right-hand side of Eq. (4) represents an element-
wise interpolation between I and I inthe frequency domain.
Given I and I, the objective here is to generate a new im-
age with some noise that is characterized by a distribution
distinct from the original noisy image, while also resem-
bling noise encountered in real-world scenarios. Our de-
sign choices in Eq. (4)—specifically, the use of frequency
mixup—are directly inspired by this objective.

The Fourier Transform on I and [ maps each image to
the frequency domain, where it is relatively easier to manip-
ulate the noise distribution of an image compared to the spa-
tial domain. An intuitive visualization supporting this claim
is shown in Figure 2, where the regions of noise and clean
signal are clearly distinguishable in the frequency domain.
Furthermore, changes in the frequency component act glob-
ally on the image, which minimizes the risk of unwanted
manipulation to the underlying image content. Essentially,
the resulting Ih,q stays in the manifold of real noise im-
ages because it is an interpolation of I and I. Therefore,
frequency mixup prevents the construction of synthetic im-
ages with arbitrary and artificial noise.

By deriving a simplified expression of Eq. (4), we de-
velop a more intuitive understanding of the mixup opera-
tion:

s = F~ Qﬁwmmxﬂn—fmn

= [+ F (m)«F ' (F(n))
=I+rF! ( )
=I+hxn 6))

where h denotes a filter, * denotes a convolution operator,
andf = I — I denotes the predicted noise. Essentially, fre-
quency mixup does not randomly alter the image, but rather
transforms the noise component 7 according to h, which is
defined by the inverse Fourier transform of mask m.

What remains is the choice of m, or more specifically,
how to create an appropriate mask for the frequency mixup.
As will be discussed with much more detail in Section 3.3,
we opt for an adversarial design of m, which results in a
real noise image that the denoising network considers as
hard (hence the term Iy,q). Then, we can incorporate Iharq
into the training pipeline to improve the real-world general-
ization of the denoising network.

3.3. Mask Design

The mask m is adversarially generated such that the differ-
ence between the denoised output of I, Dg(lhara), and
the ground truth, Iy, is maximized. As illustrated in Fig-
ure 3(b), this is done with the mask generation network G,
which can be implemented by either AFM-E or AFM-B.
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(a) Element-wise mask generation network (AFM-E)
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(b) Band-wise mask generation network (AFM-B)

Figure 4. Architecture details of the two mask generation net-
works.

Regardless of implementation choices, m is expressed as:
m =Gy ([1LLIFDLIFDI)). ©)

where | F(I)| and | F(I)| are the frequency magnitudes of
I and I, respectively, and [-,:] is a concatenation operator
along the channel dimension. Given the mask m, we con-
struct Ihag following Eq. (4). Furthermore, to help stabilize
the training of Gy, we also construct I, using the opposite
mask, 1 — m:

Ty = F ! (f(f) ©(1-m)+F)o m) G

We formulate the following loss function to make Ijuq
adversarial and train the mask generation network, G 4:

Larv = PSNR (Inard, It) — YPSNR (Leasy, L), (8)

where Inaa = Do(Ihara) Teasy = Dy (Ieasy)a and ~ is a hy-
perparameter that balances the two terms. The first term
satisfies our main purpose: generating the adversarial case
Ij,rq by minimizing the Peak Signal-to-Noise Ratio (PSNR)
between fhard and Ig. The second term aims to maximize
the PSNR between feasy and I, since I¢ysy, which is a com-
plement term of Ip,q4, should be generated as a relatively
easy input for the denoising network. Although ¢,y is not
strictly necessary in Eq. (8) to train an adversarial G4, we
empirically find that it helps prevent the generation of trivial
masks.

3.3.1 AFM-E: Element-wise Mask Generation

AFM-E employs pixel segmentation to construct a mask
with the same size as the input image. Thus, each element
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Algorithm 1 AFM Training Procedure
Require: 7: Input noisy image
Require: Dy(-): Denoising network
Require: Gy: Mask generation network
Require: AFM(- |G4): AFM module

1: fort =1to T do

2 I+ Dy(I)

3 Ihaa — AFM(1,1]G)
4

5

Ihara < Do (Inara)

Update Dy by Lp

I+ Dy(I) A
—Z:hard7 Ieasy — AFM(I7 I |G¢)
Ihara <= Do (Ihara)

Ieasy — D0 (Ieasy)

10: Update Gy by Larm

11: end for

> Eq. (9)

0w e 3D

> Eq. (8)

in F(I) and F(I), may be mixed with a different mixup
ratio. As depicted in Figure 4(a), the combined input goes
through an encoder-decoder architecture with skip connec-
tions based on UNet [20]. More details regarding the archi-
tecture can be found in the Appendix.

3.3.2 AFM-B: Band-wise Mask Generation

While AFM-E is an effective method to generate a mixup
mask, we observe that masks generated by AFM-E natu-
rally exhibit some level of rotational invariance, i.e. mask
elements that correspond to the same frequency share simi-
lar mixup values. Thus, we introduce a simplified but pow-
erful alternative: band-wise mask generation. As depicted
in Figure 4(b), the network is constructed using few convo-
lutional and fully-connected layers, which yields a set of N
mixup values. The resulting mask is formed with N circu-
lar bands that are equally distributed along the polar axis.
All elements within the area of a single band correspond to
a mixup value produced by the network.

3.4. Training Procedure

In our training procedure, detailed in Algorithm 1, we con-
currently train the denoising network and the AFM network.
At each iteration, we employ a two-step approach. In the
first step, we keep the mask generation network fixed and
update the denoising network with the following loss:

Lp = —PSNR(1, Iyt) — APSNR (Inara, )
= Erec + /\Ehard> (9)
where ) is a hyperparameter. In the second step, we keep

the denoising network fixed and update the AFM module
with the adversarial loss function defined in Eq. (8).

It is worth noting that our AFM framework only affects
the training process. At inference, we simply omit the AFM
module and make predictions with the denoising network
without any additional memory or computational costs.

4. Experiments

We apply our framework, AFM, to various image denoising
architectures and evaluate on multiple out-of-distribution
(OOD) benchmarks. Our results demonstrate that AFM
significantly improves the OOD generalization of image
denoising networks regardless of architecture (Table 1),
and even outperforms state-of-the-art denoising networks in
terms of OOD generalization (Table 2). Finally, we present
some qualitative results.

4.1. Experimental Settings

Datasets Across all experiments, we train the denoising
network exclusively on the Smartphone Image Denoising
Dataset (SIDD) Medium [1] dataset. We measure the in-
distribution (ID) performance on the SIDD validation set,
and evaluate the out-of-distribution (OOD) performance
across five real noise benchmarks to ensure a robust as-
sessment across various data domains. The five OOD
benchmarks include Poly [23], CC [16], HighISO [24],
iPhone [9], and Huawei [9]. The image size of Poly,CC
and HighISO is 512x512 and the image size of iPhone and
Huawei is 1024 x1024.

Training details We train all models for 200K iterations
with a batch size of 32 and a training patch size of 256 x256.
For the denoising network and the mask generation net-
work, we employ the AdamW [13] optimizer with an initial
learning rate of 10~3, which decreases to 10~° following
a cosine annealing schedule. Finally, we set A\ = 0.8 and
v =0.3.

4.2. Results

In Table 1, we compare the ID and OOD performance of
existing denoising architectures with and without using the
proposed framework. We test on four different architec-
tures, including DnCNN [30], CBDNet [6], NAFNet [5],
and MPRNet [27]°. The results show that incorporating
AFM consistently yields performance improvements across
nearly all OOD benchmarks and architectures, while re-
taining competitiveness for ID performance. For example,
integrating AFM leads to average OOD PSNR improve-
ments of +0.75 dB, +0.33 dB, +0.54 dB, and +1.00 dB
on DnCNN, CBDNet, MPRNet, and NAFNet, respectively.
This demonstrates that AFM can be applied to various de-
noising networks to improve the network’s generalization
and robustness to unseen noise distributions.

2For large-scale architectures such as MPRNet and NAFNet, we reduce
the number of blocks and channels to reduce training costs.
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Table 1. Quantitative comparisons of denoising networks with and without our proposed AFM-B, on the SIDD [1] validation set (in-
distribution) and other real noise benchmarks (out-of-distribution). We present performance in terms of PSNR1 (dB) and SSIM (Structural
Similarity Index Measure)t. Dagger (1) denotes architectures that have been reimplemented with fewer model parameters.

In-distribution Out-of-distribution

Architecture Metric SIDD [1] Poly [23] CC[16] HighISO [24] iPhone [9] Huawei [9] OOD Avg.

PSNR 38.62 37.36 35.69 37.85 39.87 38.26 37.81
DnCNN [30] SSIM 0.9501 0.9740 0.9755 0.9703 0.9688 0.9654 0.9708
DnCNN.Ours PSR 38.35 3775 36.84 39.17 40.65 38.39 38.56
SSIM 0.9478 0.9804 0.9830 0.9801 0.9777 0.9683 0.9779
CBDNet [6] PSNR 38.35 37.83 36.25 38.18 40.63 38.35 38.25
? SSIM 0.9476 0.9809 0.9780 0.9722 0.9759 0.9656 0.9745
CBDNet.ours  PSNR 39.27 37.86 36.75 39.00 4051 38.76 38.58
e-urs - gsim 0.9551 0.9812 0.9843 0.9789 0.9757 0.9691 0.9778
MPRNet! 7] PSNR 39.55 37.54 35.96 38.01 40.41 38.17 38.02
SSIM 0.9572 0.9795 0.9792 0.9753 0.9771 0.9683 0.9759
PSNR 39.41 37.92 36.56 39.11 40.62 38.60 38.56

.
MPRNet!-Ours g1 0.9568 0.9807 0.9806 0.9788 0.9765 0.9689 0.9771
NAFNet' (5] PSMR 39.84 37.10 35.66 38.10 37.75 37.65 37.27
SSIM 0.9592 0.9788 0.9807 0.9774 09111 0.9679 0.9631
PSNR 39.81 37.70 36.56 38.34 40.10 38.64 38.27

.
NAFNet!-Ours (g1 0.9591 0.9792 0.9823 0.9760 0.9723 0.9684 0.9756

Table 2. Quantitative comparisons between our AFM-B and state-of-the-art supervised and self-supervised image denoising networks on
the SIDD [1] validation set (in-distribution) and other real-noise benchmarks (out-of-distribution). We present performance in terms of
PSNR7? (dB) and SSIMT, and also report the number of parameters and MACs at inference. The values of MACs are estimated by an input
with the spatial size of 256 x256. Networks marked with asterisk (*) are evaluated using official out-of-the-box models.

In-distribution Out-of-distribution

Architecture  Metric  SIDD [1] Poly [23] CC[16] HighISO [24]iPhone [9] Huawei [9] OOD Avg. Params (M) MACs (G)
MIRNGSZ' TGN goso3  oswr 098 o577 oo osess oot 0 M3
Sweried  Ulomer' (21 GO (050l agi0s  ooms  0%7e 091 osess oorsr 09 99
Resomer D51 G gogm 09793 0sh 096 09 097 oogss 01 1410
RS GG asise 096 09 096 09l 09 oses 7 40
Slfsupenised APBSN'UIL GO 055 09735 0979 oot 098 0owe  osess M1 2162
CVESID'IL SN 0513 ookt 0o 09wl odsio osao osay 12 TS
Swenbed  DUCNNOS GO oy s osmw  ossi 0sm  oses g 07 48

We also conduct comparisons with state-of-the-art
(SOTA) supervised denoising networks, such as MIRNet-
v2 [26], Uformer [22], and Restormer [28], and present
the results in Table 2. We evaluate all SOTA networks us-
ing the officially published weights, and compare these net-
works with a DnCNN architechture trained using the AFM-
B framework. Remarkably, despite requiring less memory
and computation at inference, DnCNN with AFM-B outper-

forms all SOTA models by at least +0.39 dB (Restormer) in
terms of PSNR, and +0.009 (MIRNet-v2) in terms of SSIM.

We also compare the denoising performance with other
SOTA dataset-based self-supervised methods. As shown in
Table 2, models trained with a dataset-based self-supervised
approach using the SIDD dataset show poor performance in
both in-distribution and out-of-distribution scenarios, while
our method significantly outperforms in both.
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Figure 5. Comparison between the denoised outputs of various denoising networks including ours (DnCNN trained with AFM-B), on the
out-of-distribution (OOD) datasets. DnCNN with AFM-B displays cleaner outputs compared to other networks that are trained without

AFM.

Qualitative results Figure 5 visualizes the denoised out-
puts of DnCNN trained with AFM-B on samples of two
OOD benchmarks: CC and HighISO. For comparison, we
also visualize outputs of other denoising networks, trained
without AFM. These qualitative comparisons clearly show
that the models trained with AFM produce cleaner outputs
compared to those trained without AFM.

5. Analysis and Discussions

We analyse the effectiveness of AFM when compared with
other generalization methods and provide some discussions.

5.1. Comparison with Generalization Techniques

We compare our AFM framework with a few other tech-

niques that aim to improve generalization. We briefly sum-

marize each technique:

* Dropout [8] randomly drops features along the channel
dimension before the last convolution layer of the net-
work.

e Input mask [3] randomly masks the features after the
first convolutional layer across the spatial dimension.

e CutMix [25] is a common data augmentation scheme to
create novel data samples by cutting and pasting patches
from a different image within the training dataset.

* Adversarial training first generates adversarial pertur-
bations in the input image using the PGD attack [14],
then trains the network to denoise the adversarial pertur-
bations.

* Random frequency mixup is identical to AFM-B, ex-
cept that the mixup value for each frequency band is sam-
pled from a uniform distribution.

* ASM-E (Adversarial Spatial Mixup) is identical to
AFM-E, except that the mixup is conducted in the spa-
tial domain instead of the frequency domain.

We train a DnCNN network with each of the techniques
mentioned above, and present the ID and average OOD re-
sults in Table 3. We first observe that Dropout and In-
put mask do not improve generalization performance, ev-
idenced by a drop of average OOD performance. In addi-
tion, we notice that CutMix shows minor gains and is out-
performed by both AFM-E and AFM-B, which exhibit sig-
nificant improvements in OOD performance.

An intriguing observation is made in the results of adver-
sarial training. Despite sharing some similarities with our
AFM framework, we find that a naive adversarial training
using the PGD attack fails to improve robustness to OOD
images (-0.63 dB). We hypothesize that the difference lies
in how the noise is created; while the PGD attack gener-
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Table 3. Comparing the performance of AFM-E and AFM-B with
other conventional generalization methods on the DnCNN archi-
tecture. We present performance in terms of PSNR?T (dB) and
SSIM7*. The full table with results on individual OOD benchmarks
are available in the Appendix.

Algorithm Metric SIDD [1] OOD Avg.

Normal Trainin, PSNR 8oz o
g SSIM 0.9501 0.9708

Dropout [8] PSNR o o
p SSIM 0.9294 0.9697
PSNR 37.83 37.28

Input mask [3] SSIM 0.9441 0.9731
] PSNR 38.59 37.96

e

CutMix [25] SSIM 0.9500 0.9719
. . PSNR 38.43 37.18
Adversarial Training SSIM 0.9483 0.9668
) PSNR 38.53 38.17

Random Freq. Mixup SSIM 0.9493 0.9714
PSNR 38.46 37.92

ASM-E SSIM 0.9490 0.9717
PSNR 38.41 38.51
AFM-E (Ours) SSIM 0.9485 0.9774
PSNR 38.35 38.56

AFM-B (Qurs) SSIM  0.9478 0.9779

ates a synthetic adversarial noise, our AFM is designed to
generate realistic adversarial noise. This implies that noise
augmentation to maintain realistic properties plays a vital
role in improving generalization performance. Addition-
ally, random frequency mixup leads to a modest improve-
ment in OOD performance (+0.36 dB), but not as much as
AFM-E (+0.70 dB) or AFM-B (+0.75 dB), which highlights
the importance of the adversarial mask generation network
in our AFM module. Last, ASM-E fails to improve the gen-
eralization performance, which reinforces the rationale for
employing mixup in the frequency domain.

5.2. Discussions

Frequency analysis Figure 6 visualizes an example of the
adversarial mask m, as well as the frequency magnitudes
of the corresponding images, Ip,q, fhard, and [ , from the
training dataset. Since the input is an in-distribution sam-
ple, the denoised image I displays clean frequencies. How-
ever, the denoising network struggles to denoise Ip,q; in
fact, | F (Ihara)| in Figure 6 bears strong resemblance to the
output frequency in Figure 2, which is sampled from an
OOD dataset. This implies that our AFM module constructs
training images that share many characteristics with OOD
images.

Generalization in image denoising The results in Table 2
sheds light on the lack of generalization to unseen real-
noise distributions, even in the best performing denoising

m ]:(Ihard)

F (Zhara) F(I)

Figure 6. Visualizing the mixup mask m, as well as the frequency
magnitudes of Thard, fhard, and I. The top row presents the results
obtained by AFM-E, while the bottom row shows those by AFM-
B. In both outcomes, it is observable that Ip,q retains more noise
in the frequency domain compared to I.

networks, e.g. Restormer. This raises a significant concern;
generalization to varying real-noise distributions is often
overlooked, despite the fact that generalization is a neces-
sity for the widespread use of image denoising networks.
Thus, we hope our work will inspire future image denoising
research to explore this direction as well, instead of focus-
ing exclusively on improving in-distribution performance.

6. Conclusion

We proposed Adversarial Frequency Mixup (AFM), a novel
training framework for image denoising networks that facil-
itates better generalization and robustness to diverse real-
world noise distributions. By leveraging an adversarial
mixup in the frequency domain, the AFM module generates
new noisy images that retain the properties of noise encoun-
tered in the real-world. Then, these images are integrated
into the training dataset to learn improved image denoising
networks with the out-of-distribution robustness. Notably,
image denoisers trained with our AFM framework exhibited
significantly superior generalization capabilities over those
trained with conventional supervised training methods. Fi-
nally, we identified that the lack of robustness in image de-
noising networks is an essential yet often overlooked area
of research, and hope that future work will pursue this di-
rection actively.
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