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Abstract

No-reference point cloud quality assessment (NR-
PCQA) aims to automatically evaluate the perceptual qual-
ity of distorted point clouds without available reference,
which have achieved tremendous improvements due to the
utilization of deep neural networks. However, learning-
based NR-PCQA methods suffer from the scarcity of labeled
data and usually perform suboptimally in terms of gener-
alization. To solve the problem, we propose a novel con-
trastive pre-training framework tailored for PCQA (CoPA),
which enables the pre-trained model to learn quality-aware
representations from unlabeled data. To obtain anchors
in the representation space, we project point clouds with
different distortions into images and randomly mix their
local patches to form mixed images with multiple distor-
tions. Utilizing the generated anchors, we constrain the pre-
training process via a quality-aware contrastive loss follow-
ing the philosophy that perceptual quality is closely related
to both content and distortion. Furthermore, in the model
fine-tuning stage, we propose a semantic-guided multi-view
fusion module to effectively integrate the features of pro-
Jjected images from multiple perspectives. Extensive exper-
iments show that our method outperforms the state-of-the-
art PCQA methods on popular benchmarks. Further inves-
tigations demonstrate that CoPA can also benefit existing
learning-based PCQA models.

1. Introduction

Point clouds have emerged as a prominent 3D multime-
dia representation in diverse scenarios, such as autonomous
driving, digital museum, and immersive gaming [1, 21, 39].
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Figure 1. Illustration of our contrastive pre-training framework
(CoPA). CoPA first generates anchor by randomly patch-mixing
the projected images from a point cloud with different distortions,
and then pre-trains the model by pulling positive samples closer to
the anchor in the representation space, while pushing distortion-
wise and content-wise negative samples apart.

These extensive applications stem from the rich information
provided by point clouds (e.g., geometric coordinates, color,
and opacity). Nevertheless, point clouds undergo various
distortions at any stage of their operation cycle (e.g., acqui-
sition, compression, and transmission) before being deliv-
ered to the terminals, leading to inevitable quality degrada-
tion and perceptual loss. To optimize the quality of expe-
rience in practical applications, point cloud quality assess-
ment (PCQA) has become one of the most fundamental and
challenging problems in both industry and academic area.
PCQA methods can be classified into full-reference
(FR), reduced-reference (RR) and no-reference (NR) meth-
ods, hinging on the availability of high-quality reference
point clouds. In this paper, we focus on NR-PCQA con-
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sidering that in most cases pristine reference point clouds
are not available [44].

Thanks to the tremendous improvements of deep learn-
ing networks, learning-based NR-PCQA methods have pre-
sented remarkable performance. However, the NR-PCQA
problem is far from completely resolved because these data-
driven methods suffer from the scarcity of labeled data.
Most PCQA datasets [12, 13, 34] only provide hundreds of
samples with labels (i.e., mean opinion score (MOS)) due to
the high cost of the annotation process, indicating that exist-
ing PCQA datasets are too small to train a model with good
generalizability. Consequently, it limits the model perfor-
mance with respect to cross-dataset evaluation.

Researchers have proposed several methods to address
this problem. An intriguing way [36] is to take advan-
tage of the rich subjective scores of natural images and
infer point cloud quality through unsupervised adversarial
domain adaptation. Nevertheless, the 2D-to-3D perceptual
adaptation is considerably difficult due to significant dis-
crepancies of content and distortion characteristics between
natural images and point clouds. As a result, the learned
universal encoder fails to extract adequately effective fea-
tures to infer point cloud quality. Another common strategy
[11, 24] is to employ distortion-related auxiliary tasks (e.g.,
distortion type prediction) to equip models with the prelimi-
nary capability of recognizing distortion patterns. However,
the models trained by these auxiliary tasks are not robust
when adapted to new datasets with unseen distortion types.

Contrastive learning is another potential choice to pro-
mote the generalizability of NR-PCQA models because of
its ability to leverage a large amount of unlabeled data.
In the classical contrastive learning paradigm, for a given
anchor target (often obtained through data augmentation),
the model intends to learn representations by pulling simi-
lar samples (i.e., positive samples) closer and pushing dis-
similar ones (i.e., negative samples) apart in the representa-
tion space. After this pre-training, the model is fine-tuned
for different downstream tasks. However, commonly used
anchor generation methods (e.g., converting to grayscale
images in image classification tasks) can introduce ex-
tra distortions and degrade the original perceptual qual-
ity, thus hindering the quality-aware representation learn-
ing in PCQA task. Furthermore, pre-trained models un-
der the classical contrastive learning paradigm mainly focus
on high-level semantic information [4, 9], while perceptual
quality is determined by both high-level content and low-
level distortion.

To solve these problems, we propose a novel Contrastive
pre-training framework tailored for PCQA (CoPA). CoPA
has two main steps following the contrastive learning
paradigm: 1) Anchor generation by patch mixing. CoPA ap-
plies random rotations to the point clouds to take advantage
of the rich quality information of point clouds from multi-

ple perspectives, and then projects the point clouds impaired
by different distortions into images. Subsequently, CoPA
randomly mixes the local patches of the projected images
to form a mixed image with multiple distortions, which is
used as an anchor in the representation space, as illustrated
in Fig. 1. The anchor generation process does not introduce
additional distortions, thus preserving intrinsic quality in-
formation within the projected images. Moreover, due to
the random rotation and patch mixing, CoPA can generate
an unbounded number of anchors to form an extensive set of
training pairs, allowing for a comprehensive pre-training of
the network. 2) Content-wise and distortion-wise contrast.
Inspired by the observation that perceptual quality is cor-
related with both content and distortion pattern [3, 23, 43]:
for an anchor image, CoPA treats the projected images that
form the anchor, as positive samples; images projected from
different reference point clouds (content-wise) and images
from the same reference point cloud but with unrelated dis-
tortions (distortion-wise) are regarded as negative samples.
Following the contrastive learning paradigm, we finally ob-
tain a pre-trained encoder, F, that is expected to extract
quality-aware features from projected images. The encoder
F is then incorporated into our model and fine-tuned with
labeled data.

In fine-tuning stage, point clouds are first projected into
multi-view images from different perspectives to mimic the
subjective observation process. Then, a semantic-guided
multi-view fusion module is proposed to integrate the multi-
view quality-aware features generated by F. Concretely,
the multi-view images are stitched into a composed image,
which is fed into a 2D backbone G pre-trained on ImageNet
[5] to extract the high-level semantic feature. Subsequently,
the semantic feature guides the fusion of multi-view fea-
tures through a cross-attention mechanism to obtain the fi-
nal feature, followed by a quality score regression module
to predict objective scores. We summarize the main contri-
butions as follows:

* To tackle the challenge of label scarcity, we propose a
contrastive pre-training framework (CoPA) tailored for
PCQA. By generating anchor samples through local patch
mixing and carefully designing positive/negative sam-
ples, CoPA enables the model to learn quality-aware rep-
resentations to boost NR-PCQA performance.

* We propose a semantic-guided multi-view fusion module
to effectively integrate the quality-aware features of the
projected images from different perspectives in the fine-
tuning stage.

» Extensive experiments show that the proposed method
presents superior overall performance and generalization
ability compared to the state-of-the-art NR-PCQA meth-
ods. Further investigation shows that CoPA can be in-
tegrated into other projection-based NR-PCQA methods
with noticeable gains.
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2. Related Works
2.1. No-Reference Point Cloud Quality Assessment

NR-PCQA aims to evaluate the perceptual quality of dis-
torted point clouds without available references. Early NR-
PCQA metrics typically train a regressor to obtain quality
scores based on hand-crafted features. Zhang et al. [41]
propose an NR-PCQA metric that projects point clouds into
feature domains based on geometry and color and obtains
the predicted MOS using a support vector machine (SVM).
Zhou et al. [44] develop a general and efficient metric based
on structure-guided resampling. Handcrafted features have
explicit meanings and have shown decent evaluating ability.
However, they are usually designed based on the still lim-
ited understanding of point cloud distortions, which are not
comprehensive and thus are relatively limited in complex
distortion environments.

With the boom of deep learning, many learning-based
methods have been proposed for NR-PCQA. ResSCNN
[13] employs a voxel-based sparse 3D-CNN for quality pre-
diction. Fan et al. [7] transform point clouds into video se-
quences to infer the visual quality. PM-BVQA [27] uses an
element-wise summation method to fuse the cross-modal
and multi-scale features. Tliba et al. [29] propose a shal-
low model for interpolating compression-induced quality
scores. PCQA-Graphpoint [30] employs a two-stream ar-
chitecture to process geometry and color distortion, and
combine features that leverage the attention mechanism.
MVAT [18] aggregates the content and positional context
via a multi-view aggregation transformer framework. -
Net [33] extracts geometric and color structural informa-
tion from 3D patches by mapping the position vectors of
neighboring points to weights. MM-PCQA [42] utilizes a
novel multi-modal learning approach to assess the percep-
tual quality. However, these methods are all data-driven and
thus suffer from the label paucity problem in PCQA.

To reduce dependence on labeled data, IT-PCQA [36]
leverages the rich subjective scores of natural images and
try to evaluate point cloud quality through unsupervised
domain adaptation. Nevertheless, the domain gap hinders
optimal training and leads to unsatisfactory performance.
PQA-Net [11] and GPA-Net [24] both utilize distortion type
prediction as an auxiliary task to integrate distortion-related
knowledge into models. However, these methods ignore the
correlation between distortions and present inferior perfor-
mance for unseen distortion types.

2.2. Contrastive Learning

Contrastive learning aims to learn meaningful representa-
tions by maximizing the similarity between similar data
samples and minimizing it between dissimilar ones [19, 38].
MoCo [9] uses a momentum update mechanism to maintain
a long queue of negative samples for contrastive learning.

SimCLR [4] utilizes negative samples with a much larger
batch size and constructs a rich family of data augmenta-
tions. However, most pre-trained models using these con-
trastive learning paradigms mainly focus on high-level se-
mantic information, ignoring critical low-level distortions.

In image/video quality assessment scenarios, CON-
TRIQUE [15] utilizes a simple framework with quality-
preserving augmentations to learn generalizable represen-
tations that perform well on synthetic and realistic distor-
tions. Re-IQA [23] develops a holistic approach to assess
the quality of images in the wild by leveraging the com-
plementary content and image quality-aware features. QPT
[43] supposes that the quality of patches from a distorted
image should be similar, but vary from patches from differ-
ent images and the same image with different degradations.
CSPT [3] learns useful feature representation by using dis-
torted video samples not only to formulate content-aware
distorted instance contrasting but also to constitute an ex-
tra self-supervision signal for the distortion prediction task.
However, when focusing on PCQA task, the significant vol-
ume of data brings challenges to the contrastive learning
paradigm. To tackle this problem, we propose a projection-
based contrastive pre-training framework considering the
fact that point clouds are perceived from 2D perspective via
projecting them on the screen in the subjective experiments
of popular PCQA datasets [12, 13, 34]. Furthermore, af-
ter model pre-training, we fine-tune the model using a pro-
posed multi-view fusion module to integrate the features
from different perspectives.

3. Method
3.1. Overview

The goal of the proposed method is to pre-train an encoder
that can effectively extract quality-aware features and then
fine-tune it with labeled data to accurately predict the qual-
ity scores. Therefore, the framework of our model is di-
vided into two stages: 1) In the first stage, we pre-train a
quality-aware encoder F using CoPA: each point cloud is
first randomly rotated and projected into images. Then, we
generate the anchor by local patch mixing and feed it into
encoder F, facilitating F to learn quality-aware represen-
tations through both content-wise and distortion-wise con-
trast. 2) In the second stage, F is fine-tuned with labeled
data to predict quality scores: the labeled point clouds are
first projected into multi-view images and then encoded by
F. Afterward, the multi-view features are fused to regress
objective scores through a semantic-guided cross-attention
operation, where the global semantic feature used to guide
fusion is extracted by another 2D backbone G pre-trained
on ImageNet [5] for image classification.
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Figure 2. Framework of the proposed method. The framework mainly consists of two stages: (a) Contrastive pre-training. Unlabeled
point clouds are projected into single-view images, and anchors are generated by local patch mixing. A single-view image encoder F is
pre-trained by pulling the defined positive samples to the anchors in the representation space and pushing the negative samples apart. (b)
Fine-tuning with labeled data. The labeled point cloud is projected into multi-view images encoded by the pre-trained encoder F. Then,
the multi-view images are stitched to extract semantic features through a 2D backbone G, which guides the fusion of multi-view images
using the cross-attention mechanism. Finally, the quality score is regressed by the fully-connected layers.

3.2. Contrastive Pre-Training

Given N reference point clouds p ,p"Y) with varied
contents, each point cloud p(™ is degraded with D types of
distortion to form a distorted group {p&n) |D_,} that shares
consistent content but different distortions.

Point Cloud Projection. Instead of performing contrastive
learning directly in 3D space, we project point clouds into
2D images for two main advantages: 1) Pixel-to-pixel cor-
respondence is established between each two projected im-
ages sampled from {p(”)| 71}, which facilitates the sub-
sequent anchor generation. 2) Projected images have fixed
and smaller data sizes compared to point clouds, which not
only benefits parallel processing, but also increases batch
size — a critical factor for contrastive learning [4].

To perform the projection, given a distorted point cloud
p((i”), we first apply random rotations R to capture the vi-
sual information from different perspectives. For each ro-
tation, the rotation degree is shared among all samples in
ol . Then we ap-
ply a geometric normalization operation N to translate the

rotated point cloud R(pgln)) to the origin and rescale it to

the unit ball to achieve a consistent spatial scale. Finally,

we render ./\/(R(p((i"))) into an image x( " ¢ REXWXC
under a fixed viewing distance. leferent rotation angles

are applied for each point cloud to comprehensively capture

the visual information from multiple viewpoints.

Anchor Generation. Different from commonly used data
augmentation methods [3, 43] (e.g., cropping, noise addi-
tion) that can bring unexpected distortions to affect the orig-
inal quality information, we generate anchors by mixing
local image patches to better preserve local distortion pat-
terns, as illustrated in Fig. 1.

For two distorted projected images x((;f) and ;z:g:) that
share the same reference content but different distortions,
we first partition xfﬁ) and xgz) into non-overlapping 16 x 16
patches following [6], and mix the patches using a random
binary mask M € {0, 1}7*W . We define the mixing oper-
ation as follows:

) — Mo+

d12 (1 —M)QJ}EZ), (1

where M consists of 16 x 16 binary blocks, and the elements
share the same value (0 or 1) within each binary block. 1 is
a binary mask filled with ones and ©® denotes element-wise
multiplication. M is randomly generated so that numerous
anchors and training pairs can be created.

After local patch mixing, the anchor xfﬁl contains two
different distortions d; and ds but shares the same reference
content with x&?) and a:((i" Therefore, we can assume that

the anchor x(”) is “similar” to :c((i ") and z((i ™) which will be
considered posmve samples in the contrastive pre-training,
as detailed in the following paragraph.
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Content-wise and Distortion-wise Contrast. We enable
the pre-trained model to be attentive to both high-level con-
tent and low-level distortion via carefully designed posi-

~=(n)  _(n)

tive/negative samples. Given the anchor z; ° , o Tay and

xg) are considered positive samples due to the consistent
content and the correlated distortion, while other samples
are treated as negative ones that can be further divided
into two parts. First, the samples of the set {:c(") |d;éd1,d2}
are denoted as distortion-wise negative samples due to the
same reference content but different distortions. Second,

distorted images { d )|z fn 4—1 ) originating from other

reference point clouds (i.e., p("™)) are denoted as content-
wise negative samples. Notably, there may exist some cor-
ner samples that have different contents but present similar
qualities, but they are negligible considering the small pro-
portion as verified in [43].
In the pre-training process, given an input sample xfi”)
and the encoder F, we denote the encoded feature as
(gn) = .F(xg"))/Hf(x((i"))H, after a L normalization.
Then the distortion-wise and content-wise contrastive pre-
training loss L4, L. for the anchor feature f 4, , and the cor-
responding positive/negative samples can be formulated as:

exp(fg,,  fay /7)
Zd;ﬁdl,dg eXp(f,ﬁ?)Q dn)/T)
exp(fgy), 0, /7)
Zd;ﬁdl,dZ exp(féjl ’ ftgn)/T) )

Ly=—rlog

—(1—r)log

exp(f") - féT)/T)
Zm#n Zd 1 eXp( dl 2 /T)
exp(f3") - fé")/f)

Zm,;én Zd 1 exp( d(?)z fdm) /T)
(3)

L.=—rlog

—(1—r7)log

where () denotes dot-product, 7 is a temperature hyper-

H W
parameter. And r = > > M(h,w)/HW represents the
=1w=1

masking ratio Intuit}ilvelly, the more patches of the anchor

come from z (n) (or !t & ) the closer x4, (n) (or !t & ) should

be pulled toward the anchor in the representation space.
Overall, the contrastive pre-training loss function can be

formulated as:

Lpre =ALg+ (1= N)L, 4

where ) is the weighting coefficient .
Considering the large scale of content-wise negative
samples, it is non-trivial to extract quality-aware features

from samples with all contents at each iteration. There-
fore, we adopt the momentum contrast strategy [9] to re-
duce computational consumption, where a dynamic queue
is established to enlarge the available size for contrasting.
Meanwhile, the encoder parameter 0= is updated smoothly
using the weighted sum of its previous weights. Once the
update of the encoder parameter has converged, the pre-
trained single-view encoder F can be used as a backbone
in downstream tasks to extract quality-aware features.

3.3. Fine-Tuning with Labeled Data

After obtaining the pre-trained encoder F, we next fine-
tune it using labeled point clouds. To mimic the multi-view
characteristic when observing 3D object, we first project
each point cloud into images from different viewpoints and
encode these projected images using F. Then, a multi-
view fusion module is proposed to take advantage of global
semantic information to integrate the multi-view features,
considering that different views do not contribute equally to
quality decision.
Multi-View Projection. For a point cloud p with label ¢,
we normalize it with A/(+) and render AV (p) into multi-view
images {x; € RF>*WxC|6_ 1 from six perpendicular view-
points (i.e., along the positive and negative directions of
X,y,z axes) with fixed viewing distance. The rendering con-
figuration is identical to Sec. 3.2.
Semantic-Guided Multi-View Fusion. To fuse the multi-
view features derived from six projected images, another
2D encoder G pre-trained on ImageNet [5] (image classifi-
cation task) is employed to extract global semantic feature.
Following the practices in [36], we first stitch the multi-
view images into a composed image x, € R2H*3WxC and
next encode it with G to obtain the semantic feature g. Then
we utilize g to guide the fusion of { f;|%_; } through a simple
multi-headed cross-attention mechanlsm M.

Given three common sets of inputs: query set (), key set
K, and value set V, we define the M as:

Ty =A(QWQ KW vwy )y, -

KT
A(Q, K, V) = softmax (%) v
F
where I',, is the p-th head, A denotes attention function.
W, W WX WYV are learnable linear mappings and d; is
a scaling factor. Then the multi-view fusion can be formu-
lated as:

F = M(g. {fili=1}. {filf=1}) (6)

where F' is the fused feature. In Eq. (6), intuitively, the
semantic feature acts as a query and computes similarity
with each f; to find the semantically active viewpoints and
fuse their quality-aware features attentively.
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3.4. Quality Regression and Loss Function

After multi-view fusion, the final feature F' is fed into two-
fold fully-connected layers to regress the predicted quality
score ¢. Inspired by [42], our loss function includes two
parts: mean square error (MSE) and rank error. The MSE
optimizes the model to improve the prediction accuracy,
which is formulated as:

1 B
£mse = E ;((jb - %)2 (7)

where ¢ is the predicted quality score of b-th sample in a
mini-batch with the size of B, and ¢ is the corresponding
ground truth MOS.

To better recognize quality differences for the point
clouds with close MOSs, we use a differential ranking loss
[25] to model the ranking relationship between ¢ and q:

| B B
Lrank = ? ZZ‘C;L"Jank’

i=1 j=1

y . 8
£i —max(0,|gi — g5 —e (45, ¢5)- (6 — G5)) ;. ®
laQi Z qj,
e (4.q;) =
(ql qJ) { _17Qi < qj,

Then the overall loss function for fine-tuning can be cal-
culated as the sum of MSE loss and ranking loss:

Efine = aﬁmse + (1 - a)ﬁrank (9)

where the hyper-parameter « is to balance the two losses.

4. Experiments
4.1. Datasets and Evaluation Metrics

Datasets. Our experiments are based on three commonly
used PCQA datasets, including LS-PCQA [13], SJTU-
PCQA [34], and WPC [12]. The pre-training is based on
LS-PCQA, which is a large-scale PCQA dataset and con-
tains 104 pristine reference point clouds and 24,024 dis-
torted point clouds, and each reference point cloud is im-
paired with 33 types of distortions (e.g., V-PCC, G-PCC)
under 7 levels. For a fair comparison, the model is fine-
tuned on all three datasets separately using labeled data,
where SJTU-PCQA includes 9 reference point clouds and
378 distorted samples impaired with 7 types of distortions
(e.g., color noise, downsampling) under 6 levels, while
WPC contains 20 reference point clouds and 740 distorted
sampled disturbed by 5 types of distortions (e.g., compres-
sion, gaussian noise).

Evaluation Metrics. Three widely adopted evaluation met-
rics are employed to quantify the level of agreement be-
tween predicted quality scores and MOSs: Spearman rank

order correlation coefficient (SROCC), Pearson linear cor-
relation coefficient (PLCC), and root mean square error
(RMSE). To ensure consistency between the value ranges
of the predicted scores and subjective values, nonlinear
Logistic-4 regression is used to align their ranges.

4.2. Implementation Details

Our experiments are performed using PyTorch [20] on
NVIDIA 3090 GPUs. All point clouds are rendered into
projected images with a spatial resolution of 512 x 512
by PyTorch3D [22]. Following the contrastive learning
paradigm, the experiment is performed in two stages:
Pre-Training. We employ a Swin-T [14] as encoder F to be
pre-trained for 200 epochs. The momentum parameter up-
dating follows the configuration in [9]. We use the SGD op-
timizer [26] with weight decay 0.0001, momentum of 0.95,
and batch size of 128. The learning rate is 0.005 and de-
cayed by 0.2 every 10 epochs. A and 7 are set to 0.3 and 0.2.
Each point cloud is randomly rotated 6 times before projec-
tion, and the masking ratio r is bounded to [0.25,0.75] to
ensure that local patches are sufficiently mixed and mitigate
the influence of projected images’ backgrounds.
Fine-Tuning. We use a ResNet50 [8] pre-trained on Ima-
geNet [5] as encoder G to extract semantic features. The
encoded features from F and G are projected to a chan-
nel size of 1024 by one-layer MLPs. The multi-headed
cross-attention employs 8 heads and d is empirically set to
1024. We use the Adam optimizer [10] with weight decay
of 0.0001 and batch size of 16. The hidden dimension of
fully-connected layers is set to 512. The learning rate is ini-
tialized with 0.003 and decayed by 0.9 every 5 epochs. For
LS-PCQA, the model is trained for 20 epochs, while 150
epochs for SITU-PCQA and WPC. The hyper-parameter
is set to 0.5.

Considering the limited dataset scale, in the fine-tuning
stage, 5-fold cross validation is used for SJTU-PCQA and
WPC to reduce content bias. Take SJITU-PCQA for exam-
ple, in each fold, the dataset is split into train-test with ra-
tio 7:2 according to the reference point clouds, where the
performance on testing set with minimal training loss is
recorded and then averaged across five folds to get the fi-
nal result. A similar procedure is repeated for WPC where
the train-test ratio is 4:1. As for the large-scale LS-PCQA, it
is split into train-val-test with a ratio around 8:1:1 (no con-
tent overlap exists). The result on the testing set with the
best validation performance is recorded. Note that the pre-
training is only conducted on the training set of LS-PCQA.

4.3. Comparison with State-of-the-art Methods

15 state-of-the-art PCQA methods are selected for com-
parison, including 10 FR-PCQA and 5 NR-PCQA meth-
ods. The FR-PCQA methods include MSE-p2point [16],
Hausdorff-p2point [16], MSE-p2plane [28], Hausdorff-
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Table 1. Performance results on the LS-PCQA [13], SITU-PCQA [34] and WPC [12] databases. “P” and “I” stand for the method is based
on the point cloud and image modality, respectively. “1”/*}” indicates that larger/smaller is better. The best performance results are marked
in RED and the second results are marked in BLUE for both FR-PCQA and NR-PCQA methods. “FT” indicates fine-tuning.

: : LS-PCQA [13 SJTU-PCQA [34 WPC [12
Ref 1 Modal 1= Methods  I—spaecs PL%CT[ ]RMSE¢ SROCCT PLC%T[ IiMSE¢ SROCCT PLC[CT] RMSE |
P 1 MSE-p2po 0.325 0.528 0.158 0.783 0.845 0.122 0.564 0.557 0.188
P ' HD-p2po 0.291 0.488 0.163 0.681 0.748 0.156 0.106 0.166 0.222
P | MSEp2pl 0.311 0498  0.160 0.703 0779  0.149 0.445 0.491 0.199
. Py HD-p2pl 0.291 0.478 0.163 0.617 0.661 0.177 0.344 0.380 0.211
FR 1 P | PSNR-yuv 0.548 0.547  0.155 0.704 0715  0.165 0.563 0579  0.186
' P ' PointSSIM 0.180 0.178 0.183 0.735 0.747 0.157 0.453 0.481 0.200
: P : PCQM 0.439 0.510 0.152 0.864 0.883 0.112 0.750 0.754 0.150
. P | GraphSIM 0.320 0.281 0.178 0.856 0.874  0.114 0.679 0.693  0.165
I P 1 MS-GraphSIM 0.389 0.348 0.174 0.888 0.914 0.096 0.704 0.718 0.159
L P MPED | 0659 0671 0438 | 0898 0915 0.09% | 0656 0670 0169
"7 17 7,7 TPQANet 0.588 0.592 ~ ~0.202 0.659 0687 ~ 0.172 0.547 0379 ~ 0.189
I 1+ IT-PCQA 0.326 0.347 0.224 0.539 0.629 0.218 0.422 0.468 0.221
k| P! GPANet 0.592 0.619  0.186 0.878 0.886  0.122 0.758 0769  0.162
. P, ResSCNN 0.594 0.624 0.172 0.834 0.863 0.153 0.735 0.752 0.177
. P+ | MM-PCQA 0.581 0.597 0.189 0.876 0.898 0.109 0.761 0.774 0.149
I P 1 CoPA+FT 0.613 0.636 0.161 0.897 0.913 0.092 0.779 0.785 0.144
p2plane [28], PSNR-yuv [31], PointSSIM [2], PCQM [17], PQA-Net C e GPA-Net
GraphSIM [35], MS-GraphSIM [40], and MPED [37]. The
NR-PCQA methods include PQA-Net [11], IT-PCQA [36], e A ) . N
GPA-Net [24], ResSCNN [13], and MM-PCQA [42]. For a SRS N U A ¥ . o o
comprehensive comparison, we conduct the experiment in T 5 .
four aspects: 1) We compare the prediction accuracy per- : A : == 20 dople .
formance, following the cross-validation configuration in A S & ‘..‘ : ez
Sec. 4.2. 2) We conduct a visualization analysis for the . 3 Y g
quality-aware representation learned by CoPA and demon- 2 E;‘d:;b‘k . : EEZ:: 2 E’g":;"‘k ° : E;Siz:
strate the superiority of our model in terms of distinguish- . R
ing different distortion patterns. 3) We report the results S LD el e Sl ‘e .
of cross-dataset evaluation for the NR-PCQA methods to RISlS | o e L . :
verify the generalization performance of our model. 4) We 6, '. ° s, o
compare the performance of the NR-PCQA methods with YN ala ."' s
fewer MOS labels for training (fine-tuning for our model). ’ : ’ eitd L
Comparison of Prediction Accuracy. The prediction ac- SR s co.
curacy of all the selected methods on LS-PCQA, SJTU- 5 G p. . N . p—

PCQA and WPC is presented Tab. 1. From the table, we
have the following observations: 1) Our model outperforms
all the NR-PCQA methods on all three datasets. For ex-
ample, our model improves the best performance by about
3.20% of SROCC (0.613 vs. 0.594), 1.9% of PLCC (0.636
vs. 0.624), and 6.4% of RMSE (0,161 vs. 0.172) on LS-
PCQA. 2) Our method presents competitive performance
compared to FR-PCQA methods despite the inaccessibility
to the reference information. 3) Our model demonstrates
robust performance across the three datasets, regardless of
the variations in dataset scale, content, and distortion types.

Visualization Analysis. We visualize the learned repre-
sentations of PQA-Net, GPA-Net, our model without pre-
training and the complete model (i.e., CoPA + fine-tuning)
on a unified testing set of a certain fold in SJTU-PCQA.

O Redandblack & GN
A Statue CN&GN

O Redandblack GN
A Statue A CN&GN

Figure 3. T-SNE embedding of the representation spaces of PQA-
Net, GPA-Net, our model without pre-training, and our complete
model on testing set of SJTU-PCQA. The scattered points are
color and shape encoded according to distortion type and content.

Specifically, we use t-SNE algorithm [32] to embed the rep-
resentations into 2D feature space, and the visualization re-
sults are illustrated in Fig. 3. We can see that: 1) Com-
pared to PQA-Net and GPA-Net, our model achieves bet-
ter clustering results for different distortions, from which
we can conclude that the proposed method is able to learn
more distortion-discriminative representations than distor-
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Table 2. Cross-dataset evaluation for NR-PCQA methods. Train-
ing and testing are both conducted on complete datasets. Results
of PLCC are reported.

Train Test PQA-Net GPA-Net ResSCNN MM-PCQA CoPA+FT

LS SITU 0.342 0.556 0.546 0.581 0.644
LS WPC 0.266 0.433 0.466 0.454 0.516
WPC SJTU 0.235 0.553 0.572 0.612 0.643
SJITU WPC 0.220 0.418 0.269 0.409 0.533
PLCCs with Less Labeled Data
0.9 _————1
L]
0.8 / I/

0.7

0.6

PLCC

0.5
Method

0.4

—=— PQA-Net

0.3 / N GPA-Net

/ —=— MM-PCQA
02 H —B— CoPA+FT

20% 40% 60% 80% 100%
Proportion of Labeled Data

Figure 4. PLCCs of the NR-PCQA methods with less labeled
data on SJTU-PCQA. Our pre-trained model outperforms the com-
pared methods by a large margin when the training data is limited.

tion type prediction task. 2) Compared to the proposed net-
work without pre-training, the complete model apparently
achieves better discrimination performance, which demon-
strates the effectiveness of contrastive pre-training.
Cross-Dataset Evaluation. The cross-dataset evaluation
is conducted to test the generalizability of the NR-PCQA
methods when encountering various data distribution. In
Tab. 2, we mainly train the compared models on the com-
plete LS-PCQA and test the trained model on the com-
plete SITU-PCQA and WPC, and the result with minimal
training loss is recorded. The procedure is repeated for the
mutual cross-dataset evaluation between SITU-PCQA and
WPC. Notably, considering that LS-PCQA shares some ref-
erence point clouds with SJITU-PCQA, we remove these
groups of point clouds from LS-PCQA to avoid informa-
tion leakage. From Tab. 2, we can see that the perfor-
mance of cross-dataset evaluation is relatively low due to
the huge variation with respect to both distortion types and
contents. However, our method still outperforms the NR-
PCQA methods by a large margin, demonstrating the supe-
rior generalizability of CoPA.

Performance with Less Labeled Data. To test the gen-
eralization performance of the NR-PCQA models with less
labeled data, we compare their performances with differ-
ent proportions of labeled data. The result is illustrated in
Fig. 4. We can see that our model outperforms the com-
pared NR-PCQA methods, and the margin is larger with
less training data. Therefore, we can conclude that the pre-
training framework can significantly reduce the reliance on
annotated data, thus demonstrating its potential to address
the issue of label scarcity for the NR-PCQA task.

Table 3. Ablation on components of our model on SJTU-PCQA.
v/’ or ‘X’ means the setting is preserved or discarded. ‘Dis.” and
‘Con.” indicates distortion-wise and content-wise contrast.

Index Pre-training Multi-view fusion Fine-tuning loss SROCC PLCC

[©) v v v 0.897 0913
o | x T T O T T T T v/~ T [ 0806 0.893"
® | Dis. only v v 0.856  0.887
@ | Con. only v v 0.889  0.901
"® | T/ 7 T MaxPooling /T [ 0841 0872°
® v Average Pooling v 0.810  0.847
HoR IR / 7 7 7 MSEonly [ 0889 0.910"

Table 4. PLCCs of using CoPA to pre-train NR-PCQA methods.

Dataset PQA-Net PQA-Net+CoPA MM-PCQA MM-PCQA+CoPA

SITU 0.687 0.749 0.898 0.910
WPC 0.579 0.911 0.774 0.778

4.4. Ablation Studies

To study the effectiveness of our proposed method, we fur-
ther investigate the individual contribution of different com-
ponents and then analyze the effects of the pre-training
framework on other NR-PCQA models.

Ablation on Different Components. In Tab. 3, we report
the results on SJTU-PCQA with the conditions of dropping
some components. From Tab. 3, we have the following
oberservations: 1) Seeing () and Q) - @, the pre-training
framework brings the most significant improvements when
considering both distortion-wise and content-wise contrast.
2) Seeing (D and () - ®), the semantic-guided multi-view
fusion performs better than the symmetric fusion strategies
(i.e. max and average pooling). 3) Seeing (D and (7), the
performance is close, which demonstrates the robustness of
our model using different fine-tuning loss functions.
Contrastive pre-training on other NR-PCQA Methods.
In Tab. 4, we employ the contrastive pre-training framework
in Sec. 3.2 to optimize other projection-based NR-PCQA
models (some details like feature dimensions are accord-
ingly modified). We can see that the pre-training framework
can fit different backbones and bring noticable gain for ex-
isting projection-based NR-PCQA methods.

5. Conclusion

In this paper, we propose a novel no-reference point cloud
quality method based on contrastive learning. Utilizing
local patch mixing to generate anchors without impair-
ing the distortion patterns, the proposed CoPA learns
quality-aware representations through both content-wise
and distortion-wise contrasts. Moreover, in the fine-
tuning stage, we use the semantic-guided multi-view
fusion to attentively integrate the quality-aware features
from different perspectives. = Experiments show that
our model presents competitive and generalizable perfor-
mance compared to the state-of-the-art NR-PCQA methods.
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