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Abstract

Open-vocabulary semantic segmentation is a challeng-
ing task, which requires the model to output semantic masks
of an image beyond a close-set vocabulary. Although many
efforts have been made to utilize powerful CLIP models
to accomplish this task, they are still easily overfitting to
training classes due to the natural gaps in semantic infor-
mation between training and new classes. To overcome
this challenge, we propose a novel framework for open-
vocabulary semantic segmentation called EBSeg, incorpo-
rating an Adaptively Balanced Decoder (AdaB Decoder)
and a Semantic Structure Consistency loss (SSC Loss). The
AdaB Decoder is designed to generate different image em-
beddings for both training and new classes. Subsequently,
these two types of embeddings are adaptively balanced to
fully exploit their ability to recognize training classes and
generalization ability for new classes. To learn a consis-
tent semantic structure from CLIP, the SSC Loss aligns the
inter-classes affinity in the image feature space with that in
the text feature space of CLIP, thereby improving the gen-
eralization ability of our model. Furthermore, we employ
a frozen SAM image encoder to complement the spatial
information that CLIP features lack due to the low train-
ing image resolution and image-level supervision inherent
in CLIP. Extensive experiments conducted across various
benchmarks demonstrate that the proposed EBSeg outper-
forms the state-of-the-art methods. Our code and trained
models will be here: https://github.com/slonetime/EBSeg.

1. Introduction

Semantic segmentation is an important computer vision
task that requires the model to identify a class label for
each pixel in an image. For traditional (or fully super-
vised) semantic segmentation, models are trained and eval-
uated on a fixed dataset with a specific set of classes, and
the test set has the same classes and image distribution
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Figure 1. Illustration of our main idea. (a) Our AdaB De-
coder(Adaptively Balanced Decoder) outputs image embeddings
for both training classes(classes existing in the training set during
test) and new classes(classes not existing in training set). By adap-
tively balancing these embeddings, our model performs better at
both training and new classes. (b) We propose SSC Loss(Semantic
Structure Consistency loss) that aligns the distribution of the im-
age embeddings with that of the text embeddings. The SSC Loss
helps our model learn the semantic structure of CLIP better and
achieve better generalization capability for new classes.

as the training set. For this task, many effective methods
[3, 5, 6, 13, 21, 23, 26, 35, 36] have been proposed, and
they have significantly improved the prediction accuracy.
However, models designed for this task always fail to seg-
ment images in the real world well, because they were only
trained on specific datasets with fixed sets of classes.

To address this problem, the open-vocabulary seman-
tic segmentation task was introduced. In this task, given
an image and an arbitrary set of classes, the model is ex-
pected to classify each pixel into its most corresponding
class. This task is much closer to the real-world applica-
tions. Many works utilize the CLIP [29] model for this task
because CLIP was trained on a large-scale image-text pair
dataset and has strong generalization capability for open-
vocabulary tasks.

Some existing works like [10, 17] propose to finetune
models on semantic segmentation datasets. However, mod-
els finetuned on a semantic segmentation dataset often over-
fit to the training classes. Some others [7, 20, 38] adopt
a two-stage framework. Firstly, a category-agnostic mask
generator is used to extract masks. Then, the masks are used

28412



to crop the input image to get many crops which will be fed
into a frozen CLIP model for classification results. This
framework incurs high computational costs as the CLIP
model has to process many crops of the image. Since this
framework does not leverage the discriminate features from
CLIP in the mask generation process and lacks context in
the classification process, it gets sub-optimal results.

Recently, some new methods adopting one-stage frame-
works have emerged. ODISE [37] employs a frozen diffu-
sion model [31] to extract image features as the input for
a Mask2former [6] head. It [37] leverages the strengths
of both the diffusion model and the CLIP model to ac-
complish the open vocabulary segmentation task. How-
ever, ODISE faces high computational costs, as the diffu-
sion model is very large (with about 1.5 billion parameters).
MaskCLIP [8] also uses a category-agnostic mask genera-
tor like [7, 20, 38] but it [8] does not crop the input image.
MaskCLIP [8] proposes a Relative Mask Attention module
that applies the masks in the self-attention layers of CLIP
image encoder as attention masks to produce mask atten-
tion embeddings for mask classification. SAN [39] adds a
lightweight image encoder to get masks and attention masks
corresponding to each mask. Like MaskCLIP [8], the atten-
tion masks are fed to the last few layers of CLIP to obtain
mask attention embeddings for mask classification.

Although these methods are effective, they still face a
challenge. The challenge is that training on a specific se-
mantic segmentation dataset often makes the model overfit
to the training classes, impairing the generalization ability
of the model, especially for large models.

To overcome the challenge, we present EBSeg (image
Embedding Balancing for open-vocabulary semantic Seg-
mentation). It consists of the Adaptively Balanced Decoder
(AdaB Decoder) and the Semantic Structure Consistency
loss (SSC Loss). The AdaB Decoder generates mask atten-
tion embeddings, fully supervised embeddings specialized
for training classes and frozen embeddings with excellent
generalization for new classes. The mask attention embed-
dings come from a Mask Attention module introduced in
MaskCLIP [8] and SAN [39]. The fully supervised embed-
dings are directly supervised by a cross-entropy loss with
the training classes. The frozen embeddings are extracted
from a frozen CLIP image encoder. These three types of
embeddings are then adaptively balanced to form a final
representation of the input image for the final prediction.
Thus, AdaB Decoder could take full advantage of the su-
perior features learned on training classes and the excellent
generalizing ability on new classes at the same time. On the
other hand, SSC Loss aims at aligning the class-level affin-
ity between the image features and text features. Hence,
our model could encode a more consistent class-level se-
mantic structure from the CLIP feature space to enhance
the generalization on new classes. Additionally, we utilize

a frozen SAM [15] image encoder to complement the spa-
tial information of CLIP features to address the issue that
image feature maps of CLIP lack important spatial details
for semantic segmentation.

We conduct extensive experiments on challenging open-
vocabulary segmentation datasets to prove the effective-
ness of our method EBSeg. Following previous works
[20, 38, 39], we train our model on COCO-Stuff [2] and
evaluate the model on VOC [9], Pascal Context-59 [25],
Pascal Context-459 [25], ADE20K-150 [42] and ADE20K-
847 [42]. Our method achieves state-of-the-art results, with
an average of 2.3% mloU improvements on these 5 bench-
marks when using the CLIP ViT-B/16 model and an aver-
age of 2.3% mloU improvements with the CLIP ViT-L/14
model.

Our contributions are as follows:

* We propose Adaptively Balanced Decoder (AdaB De-
coder). By adaptively balancing different image embed-
dings, AdaB Decoder can fully leverage their ability to
recognize training classes and generalization capability
for new classes that do not exist in the training set.

* We introduce the Semantic Structure Consistency loss
(SSC Loss). The SSC Loss aligns the inter-classes affin-
ity in the image feature space with that in the text feature
space of CLIP. This loss helps our model learn a consis-
tent semantic structure from CLIP and improves the gen-
eralization ability of our model.

* In our model, we propose to fuse the image features of
SAM and CLIP to complement the spatial information of
CLIP image features.

* Our method EBSeg establishes a new state-of-the-art in
the open-vocabulary semantic segmentation task.

2. Related works

CLIP and its transfer learning on downstream tasks.
CLIP [29] is proposed to align images and texts in a
shared semantic space, enabling cross-modal understand-
ing and transfer learning. It is trained on a large dataset of
image-text pairs with contrastive loss to get a strong open-
vocabulary recognition ability. CLIP can be directly used in
the zero-shot image classification task.

After CLIP was released, many works have explored us-
ing it in various downstream tasks. For few-shot image clas-
sification, CoOp [44] and CoCoOp [43] use prompt tun-
ing [16, 18, 41] to adapt the text embeddings of CLIP to
task-specific classes with relatively low cost. For fully su-
pervised dense prediction, DenseCLIP [30] directly fine-
tunes the CLIP model and proposes a vision-to-language
prompting method to leverage the prior knowledge of im-
age contexts. CLIP Surgery [19] explores using surgery-like
modifications for CLIP inference architecture and features,
achieving good explainability and enhancement in multiple
open-vocabulary tasks.
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Figure 2. The architecture of our model EBSeg. We first obtain image features from two frozen image encoders and fuse them in a feature
fusion module. After that, the fused features are input into our AdaB Decoder, which outputs masks M and image embeddings (including
mask attention embeddings B, fully supervised embeddings A and frozen embeddings D). During training, we apply the SSC Loss to
learn a consistent semantic structure from CLIP. During inference, we adaptively balance the three embeddings output by AdaB Decoder
and obtain semantic segmentation results with the masks, balanced image embeddings, and text embeddings.

Our work explores how to fully leverage the powerful
image-text alignment capability of CLIP in the challenging
task of open-vocabulary semantic segmentation.

Open-vocabulary semantic segmentation. Some early
works [1, 34, 40] on this task focused on how to project
image features and text features into a shared feature space,
which is hard because images and texts are in two different
modalities. Recently, benefiting from the powerful open-
vocabulary recognition ability of CLIP, many works have
attempted to apply the CLIP model on this task. [7, 20, 38]
adopt a two-stage framework, where a mask generator is
leveraged to extract category-agnostic masks. Then the
masks are used to get many crops of the input image and the
crops will be fed into CLIP for mask classification results.
MaskCLIP [8] also uses a category-agnostic mask genera-
tor, but it does not use the masks to crop the input image.
MaskCLIP [8] proposes a Relative Mask Attention mod-
ule where it uses the masks as attention masks in the self-
attention layers of CLIP image encoder to get mask atten-
tion embeddings. ODISE [37] explores using a frozen dif-
fusion model [31] to extract image features as the input for
a Mask2former [6] head. SAN [39] adds a lightweight im-
age encoder to get masks and attention masks correspond-
ing to each mask. Like MaskCLIP [8], the attention masks
are fed to the last few layers of CLIP to obtain mask at-
tention embeddings for mask classification. Different from
MaskCLIP [8], the attention masks in SAN [39] are per-
head, which means SAN [39] produces different attention
masks for each attention head in CLIP image encoder.

Our work explores how to overcome the overfitting chal-
lenge faced by CLIP-based methods. To achieve this goal,
we design the AdaB Decoder and SSC Loss for better gen-
eralization on new classes.

3. Method
3.1. Method Overview

In Fig. 2, we present the architecture of our open-
vocabulary semantic segmentation model EBSeg. In this
framework, we first input the image into both frozen CLIP
and SAM image encoders. The obtained image features
from the two image encoders are then fused in a fusion mod-
ule (Sec. 3.2). After that, the fused features are fed into our
AdaB Decoder which outputs masks and image embeddings
(including mask attention embeddings B, fully supervised
embeddings A and frozen embeddings D) (Sec. 3.3). In our
model, we apply the Semantic Structure Consistency loss
(SSC Loss) to learn a consistent semantic structure from
CLIP (Sec. 3.4). During inference, we propose to adap-
tively balance the three different image embeddings to fully
exploit their ability to recognize training classes and the
excellent generalization ability for new classes (Sec. 3.5).
Finally, we obtain semantic segmentation results with the
masks, balanced image embeddings, and text embeddings.

3.2. Image Feature Extraction and Fusion

As mentioned before, the feature maps of CLIP lack impor-
tant spatial information for semantic segmentation. There-
fore, we propose to utilize a frozen SAM image encoder to
complement the spatial information.

Given an image I € RH*WX3 ' we input it into
the SAM image encoder and get image features Fi &
RhaxwaxCa(j —= 1,2 3) from the last three global at-
tention blocks. Meanwhile, we downsample I to I €
R% %% X3 (where p is the downsample ratio). We then
feed I' into CLIP image encoder to get image features
Fi € RhwxwoxCh(j = 1,2 3) from the number L/4, L/2,
and 3L /4 blocks of CLIP (L is the total number of blocks in
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Figure 3. Detailed structure of AdaB Decoder. We first input fused image features into the Pixel Decoder. The outputs of the first three
stages are then fed to the Transformer Decoder which outputs image embeddings A and A’. Then we obtain masks M with A and the
largest feature map Fll from the Pixel Decoder. We obtain per-head attention masks M q++,, With per-head embeddings A’ and F; Finally,
we perform masked self-attention in the last few blocks of CLIP image encoder with M+, to get mask attention embeddings B.

CLIP image encoder; L = 12 for CLIP ViT-B and L = 24
for CLIP ViT-L).

We employ a simple addition approach to fuse the im-
age features from two frozen models. Firstly, we use a
linear layer to match the channel number of F, to that of
F,. Then, we upsample or downsample F, and F; to
Fi ¢ RT*%xCa(y = a,b;i = 1,2,3;s = 2°72). Finally
we perform element-wise addition with ', and F', obtain-
ing fused features F € R% X% %Ca(j = 1,2, 3; s = 2i12):

F'=F. +F}. (1)
3.3. AdaB Decoder

In this section, we show the detailed architecture of our
AdaB Decoder (Fig. 3). Note that we will present how to
adaptively balance the image embeddings later in Sec. 3.5.

The AdaB Decoder consists of three components: Pixel
Decoder, Transformer Decoder, and CLIP Mask Attention
Decoder. The Pixel Decoder and Transformer Decoder fol-
low Mask2former [6], and the CLIP Mask Attention De-
coder follows the mask attention module in SAN [39].

Similar to Mask2former [6], we input the fused multi-
scale image features F? into the Pixel Decoder. The outputs
of the first three stages in Pixel Decoder are then fed into
the Transformer Decoder, from which we get the fully su-
pervised mask image embeddings A € RV*C (N is the
number of queries of the Transformer Decoder). We then
perform matri; multgpligvation between A and the largest
feature map F'; € R "1 X from Pixel Decoder to obtain
masks M € R X% xN;

M=F, x A”. )

Furthermore, we increase the channel numbers of A to
C x n using a linear layer (n is the number of heads in the

multi-head self-attention layers of CLIP image encoder),
getting per-head image embeddings A € RVN*(Cxn) Wwe
then perform matrix multiplication between A’ and F/l, ob-
taining per-head attention masks M, € R4 * T xnxN
which will be used in the CLIP Mask Attention Decoder.

In the CLIP Mask Attention Decoder, we use the last
lLd = %) transformer blocks from CLIP image encoder.
Firstly, we get the output tokens U from the last (I + 1)th
block of CLIP image encoder. Then we duplicate the CLS
token of U NN times as queries for the CLIP Mask Atten-
tion Decoder. Then, we concatenate the queries and U to-
gether and input them into the CLIP Mask Attention De-
coder, with M, as the per-head attention masks for the
multi-head self-attention layers of those ! CLIP transformer
blocks. The output of CLIP Mask Attention Decoder is
mask attention embeddings B € RV*¢,

During inference, to improve the recognition ability for
new classes that do not exist in the training set, we per-
form mask pooling with M and the final output Fj;, €
R 16 16 XC of CLIP image encoder to get frozen image em-
beddings D € RV*¢:

D = MaskPooling(M, F ¢p). 3)
3.4. SSC Loss

In this section, we will introduce the Semantic Structure
Consistency Loss (SSC Loss). Our SSC Loss draws inspira-
tion from unsupervised segmentation methods like STEGO
[11]. Works like STEGO [1 1] mainly focus on the unsuper-
vised segmentation task and usually aim to distill image fea-
ture semantic similarity from a pretrained image encoder.
Designed for OVSS, our SSC loss is proposed to enhance
generalization ability for new classes by distilling seman-
tic similarity from text features output by frozen CLIP text
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encoder to image features. By introducing the SSC Loss,
our model learns more about the latent knowledge from the
CLIP feature space. Thus our model can learn a consistent
semantic structure from CLIP and gain a stronger general-
ization ability for new classes that do not exist in the train-
ing set.

During training, assuming that an image has k& ground
truth masks and classes, after Hungarian matching, we
match these k ground truth masks with & prediction masks
(from M) and %k image embeddings IE;, € R**¢ (from A).

After that, we calculate the cosine similarities CS;/,, €
R! between the text embeddings TE;, € R**¢ (produced
by the CLIP text encoder) of the k ground truth classes:

i J
L @
|TE}| « |TE;|
where TE},, TE] € R'*C from TEy, i, j < k, and - de-
notes dot product. Then, we calculate the cosine similarities
CS;7 € R! between the matched k image embeddings

image

IE; € R**C (from A € RV*C):

” IE; - IE]
CS?’E;:I]uzge = f:ikj? (5)
[TE} | * [TE; |
where IE;, IE] € R'*C from IE, and i, j < k.
Finally, we compute the L2 distance between CS

and CS%/ . as the SSC Loss:

tex

i,
image

k k
1 i\j i
Lssc = ﬁ Z Z ||Cst7ejxt - CSilrzLageHQ' (6)
i=1 j=1

During training, we apply the semantic segmentation
loss in Mask2former [6]. Our total loss during training is:

Ltotal = Lsem,seg + /\LSSC~ (7)
3.5. Adaptively Balancing and Inference

In this section, we show how to adaptively balance the im-
age embeddings (mask attention embeddings B, fully su-
pervised embeddings A and frozen embeddings D) for bet-
ter recognition ability on both training and new classes.
During inference, we assume that there are K classes
Cliest in the test set, where f (f < K) classes exist in the
training classes. Firstly, we use the CLIP text encoder to
extract text embeddings TE,.,; € RE*C for Cyeg;:

TEtest - G(Ctest); (8)

where © denotes the CLIP Text Encoder.

Then, we adaptively balance image embeddings (A, B
and D € RY*®) with weights (o, 3 and ) for both training
and new classes:

Eigin=axA+8+xB+(1—a—-p8)«xD, (9)

Enew =7*A+8+«B+(1—7—p)xD, (10)

where Eyrqin, Enew € RY*C are balanced embeddings for
training and new classes respectively; © denotes element-
wise multiplication. In Eq. (9) and Eq. (10), we use arith-
metic mean to obtain balanced embeddings. However, we
find that using geometric mean achieves slightly higher ac-
curacy. Please refer to the supplementary materials for more
details and experiments about this.
Next, we get mask classification predictions for both
training and new classes:
Pirain = Eirain X TE], (1D

train>

Pnew = Enew X TET (12)

new?

where TEy,0in € RF¥C and TE, 0, € RE-H*C from
TEicsts Pirain € RY*F and P, € RNXE=F) The
mask classification predictions P € RM*K for all test
classes are:

P = Concatenate(Pirain, Prew)- (13)

Please note that we rearrange the order of P along the sec-
ond dimension to match the order of the ground truth labels.

Finally, we obtain the semantic segmentation results S €
]R% x W xK .

S =M x P. (14)

Note that “adaptively” means using different preset bal-
ancing weights specific for training and test classes to
achieve better open vocabulary recognition ability, rather
than automatically setting balancing weights. We will try
using learnable balancing weights in our future work.

4. Experiments
4.1. Experiment Setup

Datasets and evaluation protocol. We train our model
on the COCO-Stuff [2] dataset, and evaluate the model
on five other benchmarks, including Pascal VOC [9], Pas-
cal Context-59 (PC-59) [25], Pascal Context-459 (PC-
459) [25], ADE20K-150 (A-150) [42], ADE20K-847 (A-
847)[42]. There are 171 densely annotated classes in the
COCO-stuff dataset, which contains 118K training images,
5K validation images, and 41K test images. We train our
model on the training set of COCO-Stuff. Pascal VOC has
20 classes, with 1464 training and 1449 validation images.
Pascal Context has 5K training images and 5K validation
images, with two types of annotations: 59 classes anno-
tated in Pascal Context-59 and 459 classes annotated in Pas-
cal Context-459. ADE20K contains 20K training images
and 2K validation images, and it has two sets of annotated
classes: ADE20K-150 with 150 classes and ADE20K-847
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Method VLM Training Dataset ‘ A-847 | PC-459 | A-150 | PC-59 | VOC
LSeg+ [17] ALIGN RN-101 COCO-Stuff 2.5 5.2 13.0 36.0 59.0
OpenSeg [10] ALIGN RN-101 COCO Panoptic[14] 4.0 6.5 15.3 36.9 60.0
LSeg+ [17] ALIGN EN-B7 COCO-Stuff 3.8 7.8 18.0 46.5 -
OpenSeg [10] ALIGN EN-B7 COCO Panoptic[ 14]+Loc.Narr. 8.8 12.2 28.6 48.2 72.2
ZegFormer [7] CLIP ViT-B/16 COCO-Stuff 5.6 10.4 18.0 45.5 89.5
SimSeg [38] CLIP ViT-B/16 COCO-Stuff 6.9 9.7 21.1 51.9 91.8
OVSeg [20] CLIP ViT-B/16 COCO-Stuff+COCO Caption[4] 7.1 11.0 24.8 53.3 92.6
SAN [39] CLIP ViT-B/16 COCO-Stuff 10.1 12.6 27.5 53.8 94.0
EBSeg(ours) CLIP ViT-B/16 COCO-Stuff 11.1 17.3 30.0 56.7 94.6
SimSeg [38] CLIP ViT-L/14 COCO-Stuff 7.1 10.2 21.7 52.2 923
MaskCLIP [8] CLIP ViT-L/14 COCO Panoptic 8.2 10.0 23.7 45.9 -
OVSeg [20] CLIP ViT-L/14 COCO-Stuff 9.0 12.4 29.6 55.7 94.5
ODISE [37] SD+CLIP ViT-L/14 COCO Panoptic 11.1 14.5 29.9 57.3 -
SAN [39] CLIP ViT-L/14 COCO-Stuff 12.4 15.7 32.1 57.7 94.6
EBSeg(ours) CLIP ViT-L/14 COCO-Stuff 13.7 21.0 32.8 60.2 | 964

Table 1. Comparison with state-of-the-art methods. We use mloU as the evaluation metric. VLM denotes vision-language model. ALIGN
[12] is a vision-language model. EN-B7 [32] is the image backbone used by ALIGN [12]. Loc.Narr. stands for Localized Narrative [28],
which contains detailed natural language descriptions for multiple datasets. SD denotes the stable diffusion model [31].

with 847 classes. Same as early works, we adopt mean In- AIB ‘ AdaB Decoder ‘ SSC Loss ‘ mloU
tersection over Union (mloU) as the evaluation metric for -

all our experiments. Swin-B [22] 27.9

SAM-B [15] 28.5

SAM-B [15] v 29.2

. . SAM-B [15] v 29.0

Implement details. We use OpenAl pretrained CLIP model SAM-B [15] v Y 200

[29] in our experiments, including a ViT-B/16 model and a
ViT-L/14 model. The ViT-B model of SAM [15] is used
for all our experiments. The input image resolution is 6402,
and the downsample ratio p for the CLIP image encoder is
set to 0.5 and 0.7 for our ViT-B and ViT-L models respec-
tively. For the CLIP and SAM image encoders, we freeze
all their parameters except for their positional embeddings.
For the AdaB Decoder, the Transformer Decoder in it has 9
layers and 100 queries. The hidden dimension of the Trans-
former Decoder is 256, and its output dimension C' is set to
the same as the dimension of CLIP features (512 for CLIP
ViT-B and 640 for CLIP ViT-L). For adaptively image em-
bedding balancing, we set « = 0.2, § = 0.7and v = 0
by default. We use CLIP Surgery [19] to get better CLIP
final output F;;, for frozen embeddings D. For SSC loss,
the loss weight X is set to 10. An auxiliary loss (the loss
Lsem_seq) 18 added to every intermediate Transformer De-
coder layer. Note that we only apply our SSC Loss to fully
supervised embeddings A from the last layer of the Trans-
former Decoder. Our models are implemented with Pytorch
[27] and Detectron2 [33]. AdamW [24] optimizer is used
with the initial learning rate of 1 - 10~*%, weight decay of
5-10~2. We set the batch size to 16, and train models for
120k iterations.

Table 2. The ablation study on the proposed components. SAM-B
denotes the ViT-B model of SAM [15]

4.2. Comparison with State-of-the-Art methods

In Tab. 1 we compared our method EBSeg with other meth-
ods on several datasets. We list the datasets and vision-
language models (VLM) used in various methods in the ta-
ble. To ensure a fair comparison, we group the results using
the same vision-language model together.

Overall, compared with other methods using CLIP ViT
models, our method outperforms the best of them across all
test datasets. With CLIP ViT-B/16 as the vision-language
model, our method gains +1.0% mloU, + 4.7% mloU,
+2.5% mloU, +2.9% mloU, +0.6% mloU improvements on
A-847, PC-459, A-150, PC-59, VOC, respectively. When
using CLIP ViT-L, the improvements are +1.3% mloU, +
5.3% mloU, +0.7% mloU, +2.5% mloU, +1.8% mloU on
the five datasets respectively. These results demonstrate the
effectiveness of our proposed method EBSeg.

We also show some visualization results of our method
on the ADE20K-150 validation set in Fig. 4. More visual-
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type(s) of .
embeddings embeddings | mloU
A 17.7

one B 29.0

D 19.7

A and B 29.4

two Aand D 26.3
Band D 297

three A,BandD | 30.0

Table 3. The ablation study on the Adaptively Balanced Decoder
(AdaB Decoder).

AdaB Decoder | mloU train | mloUnew | mloU
X 39.5 20.5 29.0
v 40.3(+0.8) | 21.6(+1.1) | 30.0(+1.0)

Table 4. The ablation study on the influence of the proposed AdaB
Decoder on the mloU of the training (mloU training) and new
(mlIoU new) classes in the ADE20K-150 validation set. In the sec-
ond row, we only use the mask attention embeddings B and in the
third row we adaptively balance the image embeddings A, B, and
D. Note that ADE20K-150 has 67 classes that exist in the COCO-
Stuff dataset and 83 classes that do not exist in COCO-Stuff.

ization results can be found in the supplementary materials.

4.3. Ablation Studies

We conduct ablation studies on the ADE20K-150 dataset.
In this section, all models use CLIP ViT-B/16 as the vision-
language model by default.

Component Analysis. We conduct ablation studies in
Tab. 2 to analyze the effect of the essential components of
our method. The first row in Tab. 2 represents a model that
uses a CLIP image encoder and a frozen Swin-B [22] as
backbones, and leverages mask attention embeddings B to
compute semantic segmentation results for all classes. If we
replace the frozen Swin-B with a frozen SAM-B [15] im-
age encoder, the performance is further improved by 0.6%
mloU. The AdaB Decoder improves the mloU further by
0.7% mloU. With the SSC Loss, the mIoU improves further
by 0.8%. The experiments show that the three methods we
propose are all effective for the open-vocabulary semantic
segmentation task.

AdaB Decoder. In Tab. 3, we present the performances
when we balance different image embeddings during infer-
ence. When using a single type of embeddings, the mloU
for A, B and D embeddings are 17.7%, 29.0% and 19.7%
respectively. When balancing two types of embeddings,
mloU improves. The highest mloU is achieved when we
adaptively balance all image embeddings, which is 30.0%.

embeddings using layers using

SSC Loss SSCLoss | ™oV
None None 29.2

all layers 29.0

A last 3 layers 29.6

last 1 layer 30.0

all layers 28.6

B last 3 layers 28.8

last 1 layer 29.1

all layers 28.8

both A and B last 3 layers 29.3
last 1 layer 29.7

Table 5. The ablation study on the Semantic Structure Consistency
loss (SSC Loss). We apply the SSC Loss to different embeddings
and different layers in our Adab Decoder during training.

SSC Loss ‘ mloU train ‘ mloU new ‘ mloU
X 40.6 19.9 29.2
v 40.3(-0.3) | 21.6(+1.7) | 30.0(+0.8)

Table 6. Ablation study on the influence of the SSC Loss to the
mloU of the training and new classes in the ADE20K-150 valida-
tion set.

In Tab. 4, we show how AdaB Decoder influences mloU

of the training and new classes. After applying the AdaB
Decoder, the mloU of both training and new classes im-
proves by a large margin. The improvement shows that with
our AdaB Decoder, the model performs better at both train-
ing and new classes.
SSC Loss. In Tab. 5, we show the importance of the SSC
Loss (Semantic Structure Consistency loss). Without the
SSC Loss, the performance will drop from 30.0% mloU to
29.2% mloU. When we apply the loss to image embeddings
A from all layers of the Transformer Decoder in our AdaB
Decoder, the performance drops. Since the image embed-
dings from the first few layers lack rich semantic informa-
tion, we do not apply the SSC Loss to the first few layers.
When we apply the SSC Loss to A from the last 3 layers,
the mloU is improved from 29.2% to 29.6%. After we only
apply the SSC Loss to embeddings A generated by the last
layer, the mIoU is further improved to 30.0%. We also find
that when applying this loss only to embeddings B or both
embeddings A and B, the model’s performance is unsatis-
factory. We believe this is because the process of obtaining
mask attention embeddings B involves many frozen param-
eters, which makes it difficult to optimize the SSC Loss.

In Tab. 6, we present how SSC Loss influences the mloU
of training and new classes in the ADE20K-150 validation
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Input Image
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Prediction

Figure 4. Visualization examples of our model on ADE20K-150 validation set.

set. The results show that SSC Loss significantly improves
the mIoU of new classes. This indicates that this loss could
help our model learn a more consistent semantic structure
of CLIP and gain stronger generalization ability for new
classes.

Additional Image Backbone. We show the advantage of
using SAM as the additional image backbone in Tab. 7. We
only change the additional image backbone in our model,
other settings are the same as our default settings. The re-
sults show that with a trainable Swin-T backbone, the model
gets 28.5% mloU on ADE20K-150. If the Swin-T back-
bone is frozen, the performance will be further improved by
0.5% mloU. When we replace the Swin-T with a Swin-B
model, the mloU is improved from 29.0% to 29.3%. Fi-
nally, a frozen SAM-B backbone brings a further improve-
ment of 0.7% mloU compared to a frozen Swin-B. The
experiment results in Tab. 7 demonstrate that the SAM-B
model can help our model perform better by complement-
ing the spacial information. The results also denote that
SAM-B is better than Swin-B as an additional image back-
bone in the open-vocabulary semantic segmentation task.

5. Conclusion

In this paper, to overcome the challenge that training on se-
mantic segmentation datasets often makes the model overfit
to the classes in those datasets, we propose a novel frame-
work for open-vocabulary semantic segmentation called
EBSeg, which incorporates an Adaptively Balanced De-
coder (AdaB Decoder) and a Semantic Structure Consis-

AIB ‘ freeze ‘ parameters (M) ‘ mloU
Swin-T [22] X 50.2 28.5
Swin-T [22] v 24.5 29.0
Swin-B [22] v 24.9 29.3
SAM-B [15] v 26.6 30.0

Table 7. The ablation study on the additional image backbone
(AIB). We only change the additional image backbone, the other
settings are the same as our default settings.

tency loss (SSC Loss). By adaptively balancing differ-
ent image embeddings, AdaB Decoder can fully leverage
their ability to recognize training classes and the general-
ization capability for new classes. The SSC Loss aligns the
inter-classes affinity in the image feature space with that in
the text feature space of CLIP. This loss helps our model
learn a consistent semantic structure from CLIP and im-
proves the generalization ability of our model. We also
propose to fuse the image features of SAM and CLIP to
complement the spatial information of CLIP image features.
Our method EBSeg establishes a new state-of-the-art in the
open-vocabulary semantic segmentation task.
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