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Abstract

Softassign is a pivotal method in graph matching and
other learning tasks. Many softassign-based algorithms ex-
hibit performance sensitivity to a parameter in the softas-
sign. However, tuning the parameter is challenging and al-
most done empirically. This paper proposes an adaptive
softassign method for graph matching by analyzing the re-
lationship between the objective score and the parameter.
This method can automatically tune the parameter based on
a given error bound to guarantee accuracy. The Hadamard-
Equipped Sinkhorn formulas introduced in this study signif-
icantly enhance the efficiency and stability of the adaptive
softassign. Moreover, these formulas can also be used in
optimal transport problems. The resulting adaptive softas-
sign graph matching algorithm enjoys significantly higher
accuracy than previous state-of-the-art large graph match-
ing algorithms while maintaining comparable efficiency.

1. Introduction
Graph matching aims to find a correspondence between two
graphs. As a fundamental problem in computer vision and
pattern recognition, it is widely used in shape matching
[28, 39], detection of similar pictures[31], medical imaging

[9], graph similarity computation [15, 16] and face authen-
tication [13, 38]. It can even be used in activity analysis [2]
and recently in bioinformatics [41].

The general graph matching is an NP-hard problem, be-
cause of its combinatorial nature [17]. Therefore, recent
works on graph matching mainly focus on continuous re-
laxation to obtain a sub-optimal solution with an accept-
able cost by constructing approximate optimization meth-
ods. Popular approaches include, but are not limited to,
spectral-based methods [18, 25, 29, 35], continuous path
optimization [27, 37, 43], random walk [3] and probabilis-
tic modeling [7] and optimal transport methods [41, 42].

Among recently proposed graph matching algorithms,
projected gradient-based algorithms [5, 8, 19, 23, 32] have
drawn a lot of attention due to their competitive perfor-
mances in large graph matching problems. These algo-
rithms iteratively update the solution by projecting gradi-
ent matrices into a feasible region, typically addressing a
linear assignment problem. The performance of these algo-
rithms mainly depends on the underlying projection meth-
ods. Among projections, the discrete projection may lead
the matching algorithm [8] to converge to a circular se-
quence [34]; the doubly stochastic projection used in [23]
suffers from poor convergence when the numerical values
of the input matrix are large [30]. Softassign is a more flex-
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Figure 1. Mean matching accuracy and running time of different
algorithms on protein network matching (25% noise level).

ible method that allows for a trade-off between efficiency
and accuracy. It is proposed to solve linear assignment
problems in [12] and is later used as an approximate pro-
jection method in graph matching [8]. It consists of an ex-
ponential operator and the Sinkhorn method [33] to achieve
inflation and bistochastic normalization, respectively. The
inflation step can effectively attenuate unreliable correspon-
dences while simultaneously amplifying reliable ones [3].

The performance of the softassign-based graph matching
algorithms depends largely on the inflation parameter in the
inflation step [32]. Previous algorithms tune this parameter
empirically [3, 8, 32, 44]. To address such an inconvenience
and improve accuracy, this paper proposes an adaptive sof-
tassign method. The main contributions of this paper are
summarized as follows:
• Adaptive softassign. We propose an adaptive softassign

method for large graph matching problems. It is designed
to automatically tune the parameter according to a given
error bound, which can be interpreted as the distance from
optimal performance.

• Sinkhorn operation rules. Several introduced conve-
nient operation rules for the Sinkhorn method signifi-
cantly accelerate the adaptive softassign and increase the
stability in Sinkhorn iterations. Furthermore, all theoreti-
cal results regarding softassign can be readily extended to
the optimal transport problems [6].

• Graph matching algorithm. By combining the adaptive
softassign method with a project fixed-point approach, we
propose a novel adaptive softassign matching algorithm
(ASM). It enjoys significantly higher accuracy than pre-
vious state-of-the-art large matching algorithms. See Fig-
ure 1 for comparison.

The structure of this paper is as follows. Section 2 in-

Table 1. Symbols and Notations.

Symbol Definition
G, G̃ matching graphs
A, Ã edge attribute matrices of G and G̃
F, F̃ node attribute matrices of G and G̃
n, ñ number of nodes of G and G̃
M matching matrix

Πn×n set of n× n permutation matrices
Σn×n set of n× n doubly stochastic matrices
1,0 a column vector of all 1s,0s
D(x) diagonal matrix of a vector x
tr(·) trace
⟨·, ·⟩ inner product

∥ · ∥Fro Frobenius norm
exp element-wise exponential
⊘ element-wise division
◦ Hadamard product
·◦ Hadamard power
β the parameter in softassign

Psk(·) Sinkhorn method
Sβ
X a matrix from applying softassign with β on a matrix X

troduces the graph matching problem, the projected fixed-
point method, and softassign. Section 3 showcases adaptive
softassign, Sinkhorn formulas, and the potential impact of
Sinkhorn formulas on the optimal transport problem. Sec-
tion 4 discusses algorithmic details of adaptive softassign
matching. An empirical study is conducted in Section 5
before concluding. Theoretical proofs are shown in the Ap-
pendix.

2. Preliminaries
Table 1 summarizes the main symbols and notations used
in this paper. We use lowercase letters for scalars (e.g., β),
bold lowercase letters for vectors (e.g., 1), and uppercase
letters for matrices (e.g., A).

2.1. Background

A graph G = {V,E, A, F} consists of a node set V and an
edge set E. Further, we can use a symmetric matrix A to
denote the attributes of edges and F to store the attributes
of each node.

Matching matrix The matching correspondence of two
graphs with the same number of nodes is usually repre-
sented by a permutation matrix M = (Mij)

Mij =

{
1 if Vi corresponds to Ṽj ,
0 otherwise,

(1)

where M ∈ Πn×n.
The graph matching problem can be formulated as a

quadratic assignment problem minimizing the dissimilarity
of two graphs [43]:

min
M∈Πn×n

1

4

∥∥∥A−MÃMT
∥∥∥2
Fro

+ λ
∥∥∥F −MF̃

∥∥∥2
Fro

, (2)
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where the left term presents the dissimilarity between edges
and the right term presents the dissimilarity between nodes.
Since ∥X∥2Fro = tr

(
XXT

)
, problem (2) can be rewritten

as

max
M∈Πn×n

1

2
tr
(
MTAMÃ

)
+ λ tr

(
MTK

)
, (3)

where K = FF̃T , see [23] for more details.
Relaxation method Due to the discrete constraints, (3)

is an NP-hard problem [17]. A common trick for solving
such discrete problems is relaxation: one first finds a solu-
tion X on a continuous domain Σn×n,

N∗ = arg max
N∈Σn×n

1

2
tr
(
NTANÃ

)
+λ tr

(
NTK

)
, (4)

and N∗ is transformed back to the original discrete domain
Πn×n by solving a linear assignment problem of the fol-
lowing form

M∗ = arg min
M∈Πn×n

∥M −N∗∥Fro. (5)

The matrix M∗ is the final solution for graph matching,
which is commonly obtained by the Hungarian method [14]
or the greedy method (efficient but not exact) [25].

2.2. Adaptive projected fixed-point method

Consider the objective function

Z(M) =
1

2
tr
(
MTAMÃ

)
+ λ tr

(
MTK

)
. (6)

With the help of matrix differential [10], one can obtain the
‘gradient’ of the objective function with respect to M

∇Z(M) =
∂Z(M)

∂M
= AMÃ+ λK. (7)

The adaptive projected fixed-point method is

M (k) = (1− α)M (k−1) + αD(k),

D(k) = P(∇Z(M (k−1))),
(8)

where α ∈ [0, 1] is a step size parameter and P(·) is a pro-
jection operator used to project the gradient matrix to a fea-
sible region.

An adaptive strategy of the step size parameter proposed
in [32] can guarantee the convergence of (8) with any pro-
jection type. The optimal step size parameter α∗ is deter-
mined according to a ’linear search’ type technique:

(α∗)(k) = argmax
α

Z((1− α)M (k−1) + αD(k)). (9)

According to underlying constraints, projections include
the discrete projection used in the integer projected fixed-
point method [19] and the doubly stochastic projection

used in the doubly stochastic projected fixed-point method
(DSPFP) [23]. The discrete projection solves problem (5)
and the doubly stochastic projection aims to find the closet
doubly stochastic matrix to a given matrix X by solving

Y ∗ = arg min
Y ∈Σn×n

∥X − Y ∥Fro, (10)

which equals

Y ∗ = arg max
Y ∈Σn×n

⟨X,Y ⟩. (11)

In essence, the projected fixed point method solves a se-
ries of linear assignment problems to approximate the so-
lution of problem (4). The performance of algorithms de-
pends on the quality of solutions to linear problems (projec-
tions).

2.3. Softassign

Among projection methods, the discrete projection suffers
from information loss when the linear assignment problem
with discrete constraints has multiple solutions; the doubly
stochastic projection suffers from poor convergence when
the numerical value of the input matrix is large [30]. To ad-
dress these issues, an entropic regularization term is added
to smooth the problem (11):

Sβ
X = arg max

S∈Σn×n

⟨S,X⟩+ 1

β
H(S),

H(S) = −
∑

Sij lnSij ,

(12)

where X = ∇Z(M (k)) in the projected fixed-point method
for graph matching. As the inflation parameter β increases,
Sβ
X approaches the optimal solution of the linear assign-

ment problem (11).
Softassign solves (12) to approximate the solution of

(11) [12]. It has been widely used in graph matching
[3, 8, 31]; its general form has been widely used in opti-
mal transport [6]. The solution Sβ

X is unique of form [6]

(Sβ
X)ij = riJijcj , J = exp(βX), r, c ∈ Rn

+. (13)

In matrix form, the solution reads as

Sβ
X = D(r)JD(c). (14)

To improve numerical stability, we perform a preprocessing
on J according to [32]:

Ĵ = exp(β(X/max(X))), (15)

where max(X) is the maximum element of X . The two
balancing vectors r and c can be computed by Sinkhorn
iterations

r(ℓ+1) = 1⊘ Ĵc(ℓ) and c(ℓ+1) = 1⊘ ĴTr(ℓ+1). (16)
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To summarize, the softassign algorithm consists of two
components: inflation by matrix element-wise exponential
in (15) and doubly stochastic normalization by the Sinkhorn
method in (16). The inflation step magnifies large values
and diminishes small ones to reduce the effect of unreliable
correspondences. Figure 2 illustrates the effect of the β.

X =

 1 0.9 0.9
0.9 1 0.5
0.6 0.25 1



Figure 2. The heights of histograms represent values of corre-
sponding elements in Sβ

X . As β increases, Sβ
X gradually converges

towards the solution of the assignment problem, namely, the iden-
tity matrix.

3. Adaptive softassign
This section introduces an adaptive softassign algorithm
and some nice Sinkhorn operation rules.

3.1. Adaptive softassign

The performance of the softassign depends on the parame-
ter β: a larger β leads to a better result but more Sinkhorn
iterations [6]. Theoretically, S∞

X is the optimal solution for
the problem (11) [4], while the corresponding time cost is
exorbitantly high. Therefore, we aim to design an adap-
tive softassign that can automatically select a moderately
sized β while still yielding promising results for various
large graph matching problems. Inspired by the analysis
of optimal transport problems [24], we analyze the relation
between β and optimal score to provide feasibility for the
aim.

Proposition 1 For a square matrix X and β > 0, we have

|⟨Sβ
X , X⟩ − ⟨S∞

X , X⟩| ≤ ∥Sβ
X − S∞

X ∥∥X∥

∥Sβ
X − S∞

X ∥ ≤ c

µ
(e(−µβ)),

(17)

where c and µ > 0 are constants independent of β.

Proposition 1 illustrates an exponential decay of |⟨Sβ
X , X⟩−

⟨S∞
X , X⟩| with respect to β. This Proposition supports

that a moderately sized β can yield favorable outcomes.
Such a β can be determined by setting a threshold of
∥Sβ

X − S∞
X ∥, which is a trade-off between accuracy and

Figure 3. Softassign and adaptive softassign process.

efficiency. However, S∞
X is unknown, so we consider utiliz-

ing ∥Sβ
X − Sβ+∆β

X ∥ to determine β. Then we analyze the
convergence of ∥Sβ

X − Sβ+∆β
X ∥.

Proposition 2 For a square matrix X and β, ∆β > 0, we
have

∥Sβ
X − Sβ+∆β

X ∥ ≤ (1− e(−µ∆β))
c

µ
e(−µβ), (18)

where c and µ > 0 are constants independent of β.

Proposition 2 indicates that ∥Sβ
X−Sβ+∆β

X ∥ and ∥Sβ
X−S∞

X ∥
decay at similar order as β increases. This allows us to use
β +∆β instead of ∞ to choose a suboptimal βϵ:

βϵ = argmin
β

β, s.t. ∥Sβ
X − Sβ+∆β

X ∥ ≤ ϵ. (19)

The pseudocode for adaptive softassign appears in the Al-
gorithm 1.

On choosing of ∆β Altschuler et al. [1] and Shen et al.
[32] demonstrate that softassign can be robust to the nodes’
cardinality n by setting β = γ ln(n), where γ is a constant
related with the type of matching graphs. Enlightened by
this, we also set ∆β = ln(n) so that the adaptive softassign
is robust to n.

On choosing of β0 Empirical evidence suggests that the
computational time required for adaptive softassign posi-
tively correlates with |βϵ − β0|. Therefore, choosing a β0,
close to βϵ, can enhance the algorithm’s efficiency. The
choice of β0 for graph matching is discussed in detail in the
subsequent section, as βϵ varies across different problems.
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Error analysis Since the adaptive softassign has the
same accuracy as softassign with βϵ, the performance of
adaptive softassign is guaranteed by [32, Proposition 2]:

1

n
|⟨Sβϵ

X , X⟩ − ⟨S∞
X , X⟩ | ≤ ln(n)

βϵ
=

1

γϵ
, (20)

where the left term, an average assignment error, quantify-
ing the distance between Sβϵ

X and the optimal solution S∞
X .

Algorithm 1 Adaptive softassign
Require: X,β0, ϵ

1: Compute Sβ0
X by softassign in (15) and (16)

2: for k = 0, 1, 2 . . . , until r < ϵ do
3: βk = βk−1 +∆β

4: Compute S
βk
X (Accelerated by Alg. 2)

5: r = ∥Sβk
X − S

βk−1

X ∥1
6: end for
7: Return S

βk
X , βk

Algorithm 2 Softassign Transition

Require: Sβk−1 , βk−1, βk

1: Ŝ = (Sβk−1 )
◦( βk

βk−1
)

2: for ℓ = 0, 1, 2 . . . , until convergence do
3: r(ℓ+1) = 1⊘ Ŝc(ℓ)

4: c(ℓ+1) = 1⊘ ŜT r(ℓ+1)

5: end for
6: Return Sβk = D(r)ŜD(c)

3.2. Softassign Transition

Since the adaptive softassign inevitably compute Sβ+∆β
X

for different β repeatedly, we propose a delicate strategy
to compute Sβ+∆β

X from Sβ
X instead of X ∈ Rn×n. This

recursive computation is much easier than direct computa-
tion. The process is shown in Figure 3.

To achieve the recursive computation, we first propose
some nice Sinkhorn formulas. For convenience, we use
Psk(X) to represent Sinkhorn(X) = D(r)XD(c) where
r and c ∈ Rn

+ are balancing vectors resulting from (16).

Proposition 3 Hadamard-Equipped Sinkhorn
Let X ∈ Rn×n

+ , then

Psk(X) = X ◦ SK(X) = X ◦ (rT ⊗ c) (21)

where SK(X) ∈ Rn×n is unique, r and c ∈ Rn
+ are bal-

ancing vectors so that D(r)XD(c) is doubly stochastic.

This Proposition builds a bridge between the Hadamard
product and the Sinkhorn method. The connection yields
some convenient Sinkhorn operation rules.

Lemma 1 Let X ∈ Rn×n
+ , u and v ∈ Rn

+, then

Psk(X) = Psk(X ◦ (uT ⊗ v)). (22)

Lemma 2 Sinkhorn-Hadamard product
Let X1, X2 ∈ Rn×n

+ , then

Psk(X1 ◦X2) = Psk(Psk(X1) ◦X2). (23)

Lemma 3 Sinkhorn-Hadamard power
Let X ∈ Rn×n

+ , then

Psk(X
◦(ab)) = Psk(Psk(X

◦a)◦b), (24)

where a and b are two constants not equal to zero.

According to the Lemma 1 and Lemma 2, we have

Theorem Softassign Transition
Let X ∈ Rn×n

+ , then

Sβ2

X = Psk((S
β1

X )◦(
β2
β1

)), where β1, β2 > 0. (25)

The softassign transition enables us to compute Sβ+∆β
X

from Sβ
X , which significantly reduces the computational

cost. The strategy is detailed in Algorithm 2. Its perfor-
mance is displayed in Figure 4. When the matrix size is
2000, the speedup ratio of the strategy is 6.7x.

Figure 4. The orange solid line represents the performance of
adaptive softassign; the blue dashed line represents the perfor-
mance of adaptive softassign* (adaptive softassign with the sof-
tassign transition). These two methods are evaluated on random
matrices over 20 runs.

3.3. Stability

For a large β, the computation of softassign may cause nu-
merical instability. The instability includes (1) overflow:
the elements of J in (13) are too large to handle, and (2)
underflow: a row/column sum of Ĵ approaches to 0 in (15),
then a denominator of zero occurs in the Sinkhorn process
(16) [40]. Adaptive softassign can significantly reduce such
a risk since it calculates the Sβϵ

X by Sβ0

X and a series of sof-
tassign transitions. It is akin to dividing a vast distance into
smaller segments, thereby enabling one to traverse the dis-
tance step by step.
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Example How adaptive softassign avoids instability when
finding S8

X for

X =

(
−99 −100
−100 −99

)
. (26)

Calculating the S8
X directly will cause instability:

exp(−99 × 8) and exp(−100 × 8) are smaller than the
smallest number that a program can handle, so the program
rounds down exp(8X) to a zero matrix.

A stable choice is computing it by a two-step computa-
tion:

S8
X = Psk((S

2
X)◦4) or Psk((S

4
X)◦2). (27)

We show the results as follows:

S4
X =

(
0.98 0.02
0.02 0.98

)
,Psk((S

4
X)◦2) =

(
0.997 0.003
0.003 0.997

)
S2
X =

(
0.88 0.12
0.12 0.88

)
,Psk((S

2
X)◦4) =

(
0.997 0.003
0.003 0.997

)
The results also validate the softassign transition that
Psk((S

2
X)◦4) = Psk((S

4
X)◦2). The risk of overflow can

also be addressed by this method.

3.4. Connection with the optimal transport problem

The Sinkhorn formulas, introduced in Section 3.2, are
closely related to the optimal transport problem. Cuturi [6]
formulates the regularized optimal transport problem as

Tβ
C(a,b)= arg min

T∈U(a,b)
⟨T,C⟩ − 1

β
H(T ), (28)

where U(a,b) :=
{
T ∈ Rn×n

+ : T1 = a, TT1 = b
}

, C ∈
Rn×n

+ is a given cost matrix, and a, b ∈ Rn
+ are given

vectors with positive entries with the sum being one. The
regularized linear assignment problem (12) is a special case
of the regularized optimal transport problem where a and b
are vectors of ones. The solution of (28) has the form

Tβ
C(a,b) = D(u) exp(−βC)D(v), (29)

where v and u can be computed by the Sinkhorn iteration.
The form of (29) is very similar to the solution of the reg-
ularized assignment problem in (14). According to Propo-
sition 3, we have Tβ

C(a,b) = exp(−βC) ◦ (u ⊗ vT ), and
the u and v are unique [6]. This property makes it easy
to prove Lemma 1, Lemma 2, Lemma 3, and the transi-
tion theorem for optimal transport problems. Such theoreti-
cal results will provide more flexibility for computation and
shed light on optimal transport problems. For instance, Liao
et al. [21, 22] enhance the Sinkhorn method in special opti-
mal transport problems by leveraging Hadamard operations
(which differs from our Sinkhorn formulas). Another inter-
esting finding based on the Sinkhorn formulas is that adap-
tive softassign is a variant of the proximal point method for
optimal transport problems (described in the Appendix).

Figure 5. The change of βϵ in ASM when β0 is lnn in adaptive
softassign. PPI and image are two kinds of graph matching tasks
introduced in experiments.

4. The adaptive softassign matching algorithm

The adaptive softassign matching algorithm1 is shown in
Algorithm 3. In step 1, a uniform initialization approach
is adopted when no prior information is available. For
the problem of matching graphs with different numbers
of nodes (we assume that ñ ≤ n), Gold and Rangara-
jan [8] introduce a square slack matrix like D̂ in step 5:
D̂(1:n,1:ñ) = ANÃ + λK and rest elements of D̂ are zero.
Discussion in [23] indicates that matching quality is not sen-
sitive to the parameter λ, and we set λ = 1 follows [23]. In
step 7, we utilize β

(k)
ϵ − ∆β as the β

(k+1)
0 to reduce the

computational cost of the adaptive softassign in the next it-
erate: such a β

(k+1)
0 is close to β

(k+1)
ϵ , since βϵ typically

increases in early iterations of the algorithm before level-
ing off at a certain point with minor fluctuations (see Figure
5). It should be noted that β(k)

ϵ ≥ β
(k)
0 + ∆β according to

Algorithm 1, which indicates that {β(k)} will inevitably be
an increasing series if β(k+1)

0 = β
(k)
ϵ . The discretization in

Step 10 is completed by the Hungarian method [14].
Regardless of fast and sparse matrix computation, step

4 and step 5 entail O(n3) operations per iteration. In the
matching process, βϵ in the adaptive softassign (step 6) in-
cludes an increasing and stable state, shown in Figure 5.
In stable state, the cost of adaptive softassign is close to
that of softassign with βm

ϵ , where βm
ϵ is the maximum of

βϵ in the matching process. In the increasing state, the
cost of adaptive softassign is less than that of softassign
with βm

ϵ . Therefore, the average cost of adaptive softassign
in a matching process is close to the softassign with βm

ϵ :
O(n2βm

ϵ ∥X∥∞) where the maximum of X is 1 [26]. Step
8 requires O(n2) operations per iteration. The Hungarian
algorithm completes the final discretization step [14] with
complexities of O(n3). Thus, the algorithm has time com-
plexity O(n3) + O(n2βm

ϵ ∥X∥∞) per iteration and space
complexity O(n2).

1Our codes are available at https://github.com/BinruiShen/Adaptive-
Softassign-Matching.
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Algorithm 3 Adaptive softassign matching (ASM)

Require: A, Ã,K, λ
Ensure: M

1: Initial ∆β = lnn,N (0) = ( 1n )n×ñ
, D̂(0) = 0n×n

2: β
(1)
0 = ∆β

3: for k = 1, 2 . . . , until N converge do
4: Compute optimal α by (9)
5: D̂

(k)
(1:n,1:ñ) = AN (k−1)Ã+ λK

6: [D(k), β
(k)
ϵ ] = Adaptive softassign(D̂(k), β

(k)
0 )

7: β
(k+1)
0 = β

(k)
ϵ −∆β

8: N (k) = (1− α)N (k−1) + αD
(k)
(1:n,1:ñ)

9: end for
10: Discretize N to M
11: return M

5. Experiments
Baselines We compare ASM against the following base-
lines: DSPFP [23], GA [8], AIPFP [19, 23], SCG
[32], GWL2 [42] , S-GWL3 [41], MAGNA++4 [36], and
GRASP5 [11].
Benchmarks We perform algorithms in three benchmarks:
the protein-protein interaction network (PPI), Facebook so-
cial networks, and real images. Unweighted graphs repre-
sent the first two networks. Weighted graphs with attributed
nodes are extracted from real images.
Evaluations The evaluation in PPI and the social network is
node accuracy nc

n where nc represents the number of correct
matching nodes. Since the ground truth of matching on real
images is unknown, we evaluate the algorithms by matching
error

1

4

∥∥∥A−MÃMT
∥∥∥2
Fro

+
∥∥∥F −MF̃

∥∥∥2
Fro

. (30)

The first four baselines can adapt the (30) as the objective
function. Other algorithms are not compared in real image
experiments since they are not designed to solve matching
problems with attributed nodes.

5.1. Protein network and Social network

The yeast’s protein-protein interaction (PPI) networks con-
tains 1,004 proteins and 4,920 high-confidence interac-
tions4. The social network comprising ’circles’ (or ’friends
lists’) from Facebook [20] contains 4039 users (nodes) and
88234 relations (edges). Following the experimental proto-
col of [41], we compare different methods on matching net-
works with 5%, 15% and 25% noisy versions. Table 2 and

2https://github.com/HongtengXu/gwl
3https://github.com/HongtengXu/s-gwl
4https://www3.nd.edu/ cone/MAGNA++/
5https://github.com/AU-DIS/GRASP

Table 3 list the performance of various methods. The ASM
consistently attains the highest accuracy across all scenar-
ios, demonstrating its robustness. Notably, it yields an
approximate 20% enhancement in accuracy amidst a 25%
noise level, further accentuating its efficacy. Compared to
the suboptimal algorithm GWL, ASM showcases an effi-
ciency improvement of approximately tenfold.

Table 2. Comparisons on yeast PPI

Yeast network 5% noise 15% noise 25% noise
Methods Node Acc time Node Acc time Node Acc time

MAGNA++ [36] 48.3% 603.3s 25.0% 630.6s 13.6% 624.2s
S-GWL [41] 81.3% 82.3s 62.4% 82.1s 55.5% 88.4s

GWL[42] 83.7% 226.4s 66.3% 254.7s 57.6% 246.5s
DSPFP [23] 78.1% 10.2s 60.8% 10.14s 42.9% 9.8s

GA [8] 14.0% 24.4s 9.6% 24.5s 7.4% 24.0s
GRASP [11] 38.6% 1.1s 8.3% 1.2s 5.6% 1.2s

SCG [32] 73.1% 10.7s 53.1% 10.3s 43.0% 10.0s
AIPFP [19, 23] 43.1% 105.4s 27.1% 75.2s 22.1% 73.8s

ASM 89.0% 28.7s 81.2% 22.7s 75.1% 22.6s

Table 3. Comparisons on Facebook network

Social network 5% noise 15% noise 25% noise
Methods Node Acc time Node Acc time Node Acc time

S-GWL [41] 26.4% 1204.1s 18.3% 1268.2s 17.9% 1295.8s
GWL[42] 78.1% 3721.6s 68.4% 4271.3s 60.8% 4453.9s

DSPFP [23] 79.7% 151.3s 68.3% 154.2s 62.2% 156.9s
GA [8] 35.5% 793.2s 21.4% 761.7s 16.0% 832.6s

GRASP[11] 37.9% 63.6s 20.3% 67.4s 15.7% 71.3s
SCG [32] 58.2% 211.7s 43.1% 221.3s 43.1% 211.0s

AIPFP [19, 23] 68.6% 2705.5s 55.1% 2552.7s 47.8% 2513.8s
ASM 91.1% 387.2s 88.4% 391.7s 85.7% 393.1s

5.2. Real images

In this set of experiments, we construct attributed weighted
graphs from a public dataset6, which covers five common
picture transformations: viewpoint changes, scale changes,
image blur, JPEG compression, and illumination.

Following the experimental protocol of [23], the con-
struction includes extraction of nodes, selection of nodes,
and calculation of edge weight. We extract key points by
scale-invariant feature transform (SIFT) as candidates of
nodes, and corresponding feature vectors are also obtained
in this step. Nodes are selected if the node candidates have
high similarity (inner product of feature vectors) with all
candidate nodes from another graph. Then, all chosen nodes
are connected, and the weights of edges are measured by the
Euclidean distance between two corresponding nodes.

The running time and matching error are calculated by
the average results of five matching pairs (1 vs. 2, 2 vs. 3,
3 vs. 4, 4 vs. 5, 5 vs. 6) from the same picture set. The
results are shown in Figure 6. More details on experiments
with 1000 nodes are shown in Table 4 for further compari-
son. The ASM method consistently attains the lowest error
across all cases while maintaining comparable efficiency.

6http://www.robots.ox.ac.uk/ vgg/research/affine/
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Figure 6. Comparision between algorithms in four graph pairs.

Table 4. Comparisons for graph matching methods on real images with 1000 nodes

Image set Leuven ubc trees wall
Methods Error (×104) time (s) Error (×104) time Error (×104) time Error (×104) time

DSPFP [23] 3.1 5.9s 2.7 5.6s 3.0 5.6s 2.7 6.1s
GA [8] 2.8 29.5s 2.4 30.3s 3.8 30.0s 4.0 26.7s

AIPFP [19, 23] 2.7 31.1s 2.5 34.1s 2.9 43.6s 2.9 49.2s
SCG [32] 2.7 1.7s 2.3 1.8s 2.5 1.5s 2.6 1.3s

ASM 2.3 4.9s 2.2 3.8s 2.4 3.0s 2.5 3.2s

6. Conclusion

This paper proposes an adaptive softassign method for large
graph matching problems. It can automatically tune the pa-
rameter according to a given error bound, which is conve-
nient and robust. The resulting matching algorithm enjoys
significantly higher accuracy than previous state-of-the-art
large graph matching algorithms.

The proposed Hadamard-Equipped Sinkhorn formulas
significantly accelerate the adaptive softassign process and
avoid numerical instability in Sinkhorn. These formulas
provide a new perspective on operations related to Sinkhorn
and optimal transport problems. The Hadamard-Equipped
Sinkhorn formulas seem to have some nice properties of
group, which might be a promising research direction.

Experiments show that ASM has comparable efficiency
in attributed graph matching tasks while the efficiency is
not in the first tier in plain graph matching. Therefore, in-
creasing the efficiency in plain graph matching is one of the
future works.
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