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Abstract

This paper introduces CN-RMA, a novel approach for
3D indoor object detection from multi-view images. We ob-
serve the key challenge as the ambiguity of image and 3D
correspondence without explicit geometry to provide occlu-
sion information. To address this issue, CN-RMA lever-
ages the synergy of 3D reconstruction networks and 3D
object detection networks, where the reconstruction net-
work provides a rough Truncated Signed Distance Func-
tion (TSDF) and guides image features to vote to 3D space
correctly in an end-to-end manner. Specifically, we asso-
ciate weights to sampled points of each ray through ray
marching, representing the contribution of a pixel in an im-
age to corresponding 3D locations. Such weights are de-
termined by the predicted signed distances so that image
features vote only to regions near the reconstructed sur-
face. Our method achieves state-of-the-art performance in
3D object detection from multi-view images, as measured
by mAP@0.25 and mAP@0.5 on the ScanNet and ARK-
itScenes datasets. The code and models are released at
https://github.com/SerCharles/CN-RMA.

1. Introduction

3D object detection from multi-view images is a funda-
mental problem in various fields, including robotics, au-
tonomous driving, and augmented reality (AR). However,
since explicit scene geometry is unavailable to detect occlu-
sion, it is an ill-posed problem to identify correspondences
between image regions and 3D locations. Therefore, image
features can be wrongly projected to 3D, leading to inac-
curate detection. While occlusion is not a critical issue in
open space and is ignored for autonomous driving scenar-
ios [15, 32], it commonly exists among objects in complex
environments like indoor scenes.
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One straightforward solution for 3D object detection
from multi-view images is to perform 3D scene recon-
struction from multi-view images [3, 19, 22, 26, 30, 33]
followed by 3D object detection from reconstructed point
clouds [9, 24, 40]. However, such a solution is not ideal
due to the lack of connectivity between the two stages. The
first stage usually introduces noises and incompletion in the
reconstructed 3D geometry with limited power of 3D recon-
struction techniques, and such geometry loss is not resolved
in the second stage. Moreover, aggregated color signals to
inaccurate geometry cannot fully exploit rich image features
and further harm the performance. An alternative method
proposed by ImVoxelNet [25] involves aggregating 2D fea-
tures extracted from multi-view images into 3D voxel vol-
umes through unprojection in an end-to-end manner. How-
ever, due to the lack of scene geometry information, this ex-
ploratory aggregation approach struggles to effectively ad-
dress complex occlusion issues, leading to feature voting
from images to unrelated 3D locations.

In this paper, we present CN-RMA, an end-to-end novel
3D object detection method from multi-view images that
seamlessly combines the reconstruction and detection net-
works with occlusion-aware feature aggregation. Our net-
work mainly consists of a Multi-View Stereo (MVS) mod-
ule [19] and a novel occlusion-aware aggregation module
followed by a 3D detection module [24]. In the MVS mod-
ule, we aim to reconstruct the rough scene geometry. We ex-
tract 2D features from the input images and feed them into
the reconstruction network to generate a rough Truncated
Signed Distance Function (TSDF) [7] as a 3D representa-
tion. Our key contribution is the occlusion-aware aggre-
gation module called Ray Marching Aggregation (RMA),
which leverages the reconstructed TSDF to detect occlu-
sion based on ray marching. In comparison with con-
ventional 3D detection methods that vote image features
equally along rays to the 3D space, we associate different
weights according to the signed distance values. Specifi-
cally, RMA incorporates the idea of volume density given
TSDF inspired by NeuS [30] and accumulates transmittance
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Figure 1. The Comparison of Our CN-RMA, the two-stage method, and ImVoxelNet[25]. Our CN-RMA is an end-to-end object
detection method that incorporates an occlusion-aware 2D to 3D aggregation technique. In contrast, the two-stage method lacks end-to-end
trainability, while ImVoxelNet employs a heuristic aggregation method that disregards occlusion considerations.

through ray marching to calculate the weight of each point
along a ray, effectively addressing the occlusion issues en-
countered in complex environments. Then, we can aggre-
gate image features by weights in the 3D space aware of
occlusion. Finally, we extract points with aggregated fea-
tures near the reconstructed surface and pass the point cloud
to the 3D detection module for object detection. Given the
challenging task, we propose a pre-training and fine-tuning
method to train the entire network, making the components
cooperate to achieve the best performance. Figure 1 il-
lustrates the comparison between our proposed CN-RMA,
ImVoxelNet [25] and the two-stage method.

We evaluate our method on the ScanNet [8] and ARK-
itScenes [1] datasets to assess its performance and com-
pare it with existing methods. Our approach outper-
forms other methods, achieving significant improvements in
mAP@0.25 and mAP@0.5, including 3.2 and 3.0 in Scan-
Net, and 7.4 and 13.1 in ARKitScenes, respectively.

In summary, our contributions are three-fold:

e We establish a seamless connection between the multi-
view 3D reconstruction network and 3D object detection
network, enabling better exploitation of image features in
3D space for improved performance.

e We propose an innovative occlusion-aware aggregation
method, RMA, which leverages the reconstructed scene
TSDF to address the complex occlusion issues.

e We adopt a pretraining and finetuning scheme, and
achieve the state-of-the-art performance for indoor 3D
object detection from multi-view images.

2. Related Work
2.1. 3D Object Detection from Multi-View Images

3D object detection from multi-view images has been a hot
topic in the vision community for many years. It aims to es-
timate the classes, poses, and sizes of objects from images.
For outdoor scenes, a lot of methods project the features to
Bird’s Eye View (BEV) for the sake of memory and better
performance [10, 12, 13, 29, 34]. However, the BEV rep-
resentation is not suitable for 3D object detection in indoor
scenes due to object stacking and occlusion. In recent years,
several methods have tried to aggregate 2D features in 3D
space [15, 25, 32]. For instance, ImVoxelNet [25] projects
the 2D features from images into 3D space and aggregates
the features with 3D CNN in the voxel form. DETR3D [32]
detects objects by generating random 3D object queries and
linking 3D positions to images with camera transformation.
PETR [15] produces the 3D position-aware features by en-
coding the position information of 3D coordinates into im-
age features. However, these exploratory aggregation meth-
ods have not taken full advantage of the scene geometry.
ImGeoNet [28] introduces geometry implicit, while NeRF-
Det [36] incorporates NeRF [18]. However, these methods
have not considered the occlusion during the feature aggre-
gation process, leading to inaccurate detection results.

2.2. Neural Implicit Reconstruction

To recover the 3D geometry from multi-view images, neu-
ral implicit representations are often adopted, such as the
Signed Distance Function (SDF) [3, 7, 11, 19, 26]. The
scene mesh can be obtained from the SDF using techniques
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like Marching Cubes [17]. For instance, Atlas [19] pre-
dicts the Truncated Signed Distance Function (TSDF) of the
scene with 3D CNN. And many subsequent methods have
made improvements based on the Atlas network. NeuralRe-
con [26] splits one complete scene into fragments and uses a
Gated Recurrent Unit (GRU) [5] network to fuse the 3D fea-
tures of the fragments to save time and memory. Volume-
Fusion [3] employs deep MVS [37] techniques to predict
the TSDF. However, these improvements, while enhancing
the effectiveness of 3D reconstruction, have made the net-
work more complex and challenging to combine with other
networks.

In recent years, NeRF [18] based methods have utilized
neural implicit fields in novel view synthesis and 3D recon-
struction [2, 16, 31, 39].

For example, NeuS [30] and VoISDF [38] incorporate
the SDF into neural radiance fields by integrating it into the
density function, bridging the gap between the SDF and the
volume density of points along each ray. It shows the pos-
sibility of sampling and weighting points in 3D space with
the Truncated Signed Distance Function (TSDF), which can
be used to address the occlusion issues.

2.3. 3D Object Detection from Point Clouds

3D object detection from point clouds is much more
straightforward. According to the representation of point
clouds, it can be divided into point cloud-based and voxel-
based methods. For point cloud-based methods, the voting
scheme introduced by VoteNet [21] is broadly adopted [31,
35], while PointNet++ [20] is often used to extract the fea-
tures of point clouds. However, voting-based object detec-
tion methods require additional data annotation on the point
clouds, making them difficult to combine with reconstruc-
tion networks. Voxel-based methods usually convert point
clouds into 3D voxels and utilize 3D CNN for voxel pro-
cessing [12, 40]. However, dense volumetric representation
and 3D CNN are memory-consuming. Thus, sparse con-
volution based on sparse voxels has been introduced to im-
prove the performance of 3D object detection [9, 24].

Our approach focuses on enhancing the performance of
3D indoor object detection from multi-view images by inte-
grating 3D scene reconstruction methods and 3D object de-
tection methods from point clouds. To take full advantage
of the scene geometry and handle occlusions, we designed
an occlusion-aware aggregation method based on neural im-
plicit representations.

3. Method
3.1. Problem Formulation

We aim to achieve precise 3D object detection in a clut-
tered scene with complex occlusions using multi-view im-
ages and their corresponding camera parameters. To ac-

complish this, we propose a pipeline that combines a MVS
reconstruction module and a 3D detection network through
our occlusion-aware aggregation approach, as shown in Fig-
ure 2.

Given the input images {I; € R">"r>3} along with
corresponding camera intrinsics {K; € R**3} and extrin-
sics {R; € R**}, our goal is to predict the 3D bound-
ing boxes {b;} and label scores {s;} of objects in the
scene. Our pipeline borrows components from multi-view
stereo (MVS) [19] and point cloud-based 3D detection
methods [24]. We first extract the C-channel 2D features
F; € R"™XC for each image with the 2D backbone F.
Then we aggregate the image features {F;} as volume fea-
ture G € RWXHXDXC ith the assistance of associated
camera parameters {K;} and {R;} using unprojection and
average pooling [19, 25, 26], which is denoted as A.

Then we predict the rough scene TSDF S € RW*H*D
from the 3D volumes V using the 3D reconstruction net-
work R; (Section 3.2). Section 3.3 introduces a novel
occlusion-aware aggregation module A* to extract the 3D
geometry as a point cloud with features P € RNptX(3+C),
based on the rough scene TSDF S and a ray-marching-based
voting scheme. Finally, the point cloud with features P are
passed through the detection network P to obtain the 3D
bounding boxes {b;} and their corresponding label scores
{s;} (Section 3.4).

3.2. Multi-View Stereo Module

Complete reconstruction is important to avoid missing de-
tection. While NeRF-based methods [18, 30, 38] deliver
complete results, they require fitting model parameters for
each specific scene. Since our task requires obtaining model
parameters that can be universally applicable to all valida-
tion scenes, selecting them as our MVS module may lead to
lower generalization ability or increased complexity in net-
work training. Among end-to-end 3D reconstruction meth-
ods, we find Atlas [19] a proper choice as our MVS module
since it can be trained and used to predict the reconstruction
in an end-to-end manner, including a 2D backbone and a 3D
reconstruction network.

Specifically, for an input image /;, we first extract the 2D
features F; with C channels using the ResNet50-FPN [14]
backbone. We then lift per-view 2D features into 3D via
back projection given camera parameters {K;} and {R;},
and aggregate them to generate 3D volume features V with
the voxel size of 4cm? by average-pooling [19, 25, 26].

Next, we feed the 3D volume features into the 3D CNN
reconstruction network in Atlas [19], which features an
encoder-decoder structure with skip connections [23] with
a 1 x 1 x 1 convolutional head, to obtain the rough scene
TSDF S. As suggested by [19], we employ the L1 loss at
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Figure 2. The overall architecture of our CN-RMA method. The purple blocks represent neural networks, while the green blocks
represent modules without trainable neurons. Following Atlas [19], the 2D CNN backbone 7 is a ResNet5S0-FPN network [14], and
the 3D reconstruction network R is a 3D CNN network that features an encoder-decoder structure with skip connections witha 1 x 1 x 1
convolutional head. Following FCAF3D [24], the object detection network D is a sparse 3D convolutional network comprising a ResNet34

backbone [4] and a 4-layer decoder network.
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Figure 3. The 1D illustration comparing our Ray Marching Ag-
gregation (RMA) method, with the Depth Aggregation method
(DA) based on depth prediction, and the Volume Aggregation
method(VA) based on unprojection [19, 25, 26]. The points de-
picted in the illustration represent sample points along a ray, with
their colors indicating their respective weights. The points en-
closed within one red square represent selected points.

three different scales to boost the training:

3
Lyecon = Z lIsgn(S)In(1 +|S;]) = sgn(S)In(1 + (Sl
i=1
)]

where S; and S; denotes the predicted and ground truth
TSDF values from coarse to fine, and we denote the pre-
dicted TSDF with the finest scale S3 as the rough scene
TSDF S utilized in the following sections.

3.3. Ray Marching Aggregation

Although we predict a 3D feature volume by directly av-
eraging the lifted image features similar to [19, 25, 26] in
the reconstruction stage, volume features are polluted from
certain views since image features can vote to unobserved
space due to the lack of consideration for occlusion. An
illustration of such aggregation from view to volume is il-
lustrated in Figure 3(c).

A straightforward solution to handle occlusion would be
to directly render a depth map and vote image features only
to the surface specified by the depth map (Figure 3(b)).
However, such a voting scheme is sensitive to the quality
of the depth map produced from the reconstruction. In or-
der to improve robustness, we introduce a soft occlusion-
aware aggregation scheme called Ray Marching Aggrega-
tion (RMA), inspired by NeRF [18] and NeuS [30]. Specif-
ically, we compute the volume density given TSDF accord-
ing to NeuS [30]. We sample points on the ray of each pixel
by ray marching and compute the opacity of each point by
accumulating transmittance according to NeRF [18]. As a
result, we can compute 3D features by averaging image fea-
tures weighted by the transmittance from different views.
As illustrated in Figure 3(a), RMA can vote image features
into the scene by softly considering occlusions. Finally,
we extract points and aggregated features near the recon-
structed surface and pass the point cloud to the 3D detection
module for object detection.

In detail, given a 2D feature map F; and correspond-
ing camera parameters K; and R;, we assume that a ray
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Piuy(t) = 0;+1t-d;,,, is emitted from the camera towards
the object represented by the pixel F;(u,v,:). For conve-
nience, we denote the ray as p(#) = 0+¢ - d in the following
sections, where o0 and d can be determined as the origin and
direction of the ray given the camera parameter and pixel
location. We use ray marching to sample a set of points
{p(#;)} along the ray with #; in increasing order. Inspired
by NeuS [30], the opacity value at the interval [#;,#;4+1] can
be modeled as

D(S(p(1:))) — P(S(p(ti+1)))
O(S(p(#:)))

with ®@(x) as the sigmoid function, and S(p(¢;)), which de-
notes the TSDF value of sample point p(¢;), is obtained by
querying the voxel closest to p(#;). Then, the opacity value
W(p(t;)) of each sampled point p(#;) can be computed ac-
cording to NeRF [18] as

b 0) b (2)

a(p(t;)) = max(

W(p(#)) =T(p(#:)) - a(p(t:)), 3

where, T'(p(#;)) is the accumulated transmittance at the in-
terval [0,¢;] as

i-1

T(p(t)) = [ [(1 - (7)) )

J=0

We retain only those points with an opacity greater than the
threshold 6, ...

To compute the 3D feature of each retained point, we
average image features F;(u,v,:) weighted by the opacity
of the point for i-th image, where (u,v) is the projected
location of the point to the image. As a result, we obtain
the point cloud with features P by concatenating 3D coor-
dinates and 3D features.

3.4. 3D Object Detection Network

We feed the reconstructed point cloud with aggregated fea-
ture P into the 3D detection network O for the final de-
tection results. We apply FCAF3D [24] as our detection
network considering efficiency, memory consumption, and
performance.

Firstly, we transform P into sparse voxels [4] with a
voxel size of lem3. Then we pass these sparse voxels
into FCAF3D [24] to predict the classification scores s,
bounding box regression parameters b, and 3D centerness
¢ [24, 25, 27] of each voxel. The detection loss Lp is the

same as proposed in FCAF3D:
1 . o A
Lgjet = — Z (Leis (8, S)"'m'Lreg (b, b)+m-Lener (€, ¢))
Npos {5
(&)

Where {(%, §,2)} represents the sparse voxel coordinates,
m = Ty, .20y indicates whether a sparse voxel matches

an object, Npos = 23 5 ; m denotes the number of voxels
matching an object. L. is the focal loss to supervise s,
Lyeg is the IOU loss for b, and Ly, is the binary cross-
entropy loss for c.

3.5. Training Procedure

Due to the complexity of our architecture, which combines
a MVS module and a detection network, training the mod-
ules from scratch may lead to overfitting. For example, to
effectively train the detection network, it is essential to feed
the network with high-quality point clouds with features,
which makes the initialization of the reconstruction network
important. Therefore, we employ a pre-training and joint
fine-tuning scheme in our training procedure to strike a bal-
ance between the 3D reconstruction network and the 3D de-
tection network.

Firstly, we pre-train the 2D backbone and 3D reconstruc-
tion network using only the reconstruction 10ss L;¢con, tO
fully leverage the 3D geometry. Subsequently, we freeze the
aforementioned networks and proceed to pre-train the 3D
detection network by utilizing the ray marching aggregation
module and solely considering the detection loss Lg.,. Fi-
nally, to obtain the ultimate 3D detection results, we jointly
fine-tune the entire network with the total loss denoted as
L; =A-Lyecon + Lager. Where A is a constant to balance the
reconstruction 10Ss L, con and detection loss Lg.;.

4. Experiments

Section 4.1 introduces the datasets, metrics, and baselines
in detail. The implementation details are introduced in Sec-
tion 4.2. We compare our method with the state-of-the-art
methods in Section 4.3, where we show a clear advantage in
terms of mAP@0.25 and mAP@0.5. Section 4.4 presents
the ablation studies, and the improvements in the detection
results demonstrate the effectiveness of our proposed ideas.

4.1. Datasets, Metrics, and Baselines

We evaluate our method, CN-RMA, using two indoor ob-
ject detection datasets: ScanNet [8] and ARKitScenes [1].
Following the settings of prior methods [25, 28, 36], we
detect Axis-Aligned Bounding Boxes (AABB) for objects
across 18 categories in ScanNet. The dataset is divided
into 1201 training scans and 312 testing scans. For ARK-
itScenes, which comprises 4498 training scans and 549
testing scans, we detect Oriented Bounding Boxes (OBB)
for objects across 17 categories. It is worth noting that
the 3D geometric annotations in the ARKitScenes dataset
are relatively rough. The depth map resolution of ARK-
itScenes is 192x256, which is much lower compared to
the 480x640 resolution of ScanNet. For the evaluation
metrics, we choose the normally used mean average pre-
cision (mAP) with thresholds of 0.25 and 0.5 in both
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Ground Truth CN-RMA Atlas+FCAF Neucon+FCAF ImVoxelNet[25] NeRF-Det[36]

Figure 4. Visualization of 3D object detection results from ScanNet [8]. From above to below are scene0559_01, scene0598_00, and
scene0701-00 from ScanNet. Atlas+FCAF denotes the two-stage baseline combining Atlas [19] and FCAF3D [24], and Neucon+FCAF
denotes the two-stage baseline combining NeuralRecon [26] and FCAF3D.

Ground Truth CN-RMA Atlas+FCAF Neucon+FCAF ImVoxelNet[25] NeRF-Det[36]

Figure 5. Visualization of 3D object detection results from ARKitScenes [1]. From above to below are scenes 44358583, 45663154, and
45261181 from ARKitScenes. Atlas+FCAF denotes the two-stage baseline combining Atlas [19] and FCAF3D [24], and Neucon+FCAF
denotes the two-stage baseline combining NeuralRecon [26] and FCAF3D.

datasets. For a fair comparison, we choose the previ- Det [36], and ImGeoNet [28], as well as the two-stage base-
ous state-of-the-art methods for indoor 3D object detection lines. As mentioned before, the two-stage baseline is a
from multi-view images, namely ImVoxelNet [25], NeRF- straightforward combination of 3D reconstruction and 3D
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Method

| mAP@0.257 mAP@0.57

Method | parameter | mAP@0.257 mAP@0.57

ImVoxelNet [25] 46.7 234
NeRF-Det [36] 53.5 27.4
ImGeoNet [28] 54.8 284

Atlas [19]+FCAF3D [24] 55.4 33.8
NeuralRecon [26]+FCAF3D 51.5 31.6
Ours (CN-RMA) 58.6 36.8

Table 1. mAP@0.25 and mAP@0.5 results of the ScanNet [8]
dataset. We directly cite the experimental results from the Im-
GeoNet [28] paper.

Method | mAP@0.25T mAP@0.57
ImVoxelNet [25] 273 43
NeRF-Det [36] 39.5 21.9
ImGeoNet [28] 60.2 43.4
Atlas [19]1+FCAF3D [24] 51.3 40.6
NeuralRecon [26]+FCAF3D 36.3 24.9
Ours (CN-RMA) 67.6 56.5

Table 2. mAP@0.25 and mAP@0.5 results of the ARK-
itScenes [ 1] dataset. We directly cite the experimental results from
the ImGeoNet [28] paper.

detection methods. Specifically, Atlas [19] and NeuralRe-
con [26] are utilized to reconstruct the 3D point clouds,
while FCAF3D [24] is applied for the 3D detection.

4.2. Implementation Details

CN-RMA is implemented using the MMDetection3D [6]
framework. We set the feature channels C to 32. The weight
threshold of our aggregation approach, 6,4, is set to 0.05.
The loss weight A is set to 0.5. We sample 300 points for
each pixel in ray marching, and the maximum ¢ is set as
the diagonal length of the volume V. All experiments are
conducted on 4 NVIDIA A6000 GPUs with a batch size of
1. More details are included in the supplementary material.

4.3. Comparison

We compare our method CN-RMA with the previous state-
of-the-art method and two-stage baselines, as shown in Ta-
bles 1 and 2. Our method achieves superior performance
on both the ScanNet [8] and ARKitScenes [1] datasets, out-
performing other approaches in terms of mAP@0.25 and
mAP@0.5. Our method surpasses the previous state-of-
the-art method ImGeoNet [28] by 3.8 for mAP@0.25 and
8.4 for mAP@0.5 in ScanNet, and 7.4 for mAP@0.25 and
13.1 for mAP@0.5 in ARKitScenes. When compared to the
two-stage baseline combining Atlas [19] and FCAF3D [24],
our method outperforms it by 3.2 for mAP@0.25 and 3.0
for mAP@0Q.5 in ScanNet, and 16.3 for mAP@0.25 and

VA - 31.1 11.3
RMA | 0,ma =0.02 58.6 37.0
RMA | 6yuq =0.05 58.6 36.8
RMA | 6, =0.10 57.3 35.4
DA k=1 57.1 33.8
DA k=2 56.9 34.1
DA k=3 56.3 342
DA k=4 57.9 34.7
Table 3. Ablation study results of different aggregation

schemes and parameters. VA refers to the Volume Aggregation
method based on unprojection [19, 25, 26]. DA denotes the Depth
Aggregation method relying on depth prediction. 6,4 repre-
sents the weight threshold for selecting sample points in our RMA
method, while k denotes the number of point pairs selected in the
DA method. All experiments are conducted in ScanNet [8] with
our proposed parameters following our standard training steps.

Training scheme ‘ mAP@0.25T mAP@0.57

Joint Train From Scratch 48.2 28.8
P-MVS + JFT 50.3 30.9
P-MVS + P-Det 55.8 34.7
P-MVS + P-Det + JFT 58.6 36.8

Table 4. Ablation study results of different training schemes.
P-MVS denotes pre-training the MVS module, P-Det denotes pre-
training the detection network, and JFT denotes jointly fine-tuning
the entire network. All experiments are conducted in ScanNet [8]
with our proposed parameters.

15.9 for mAP@0.5 in ARKitScenes. As shown in Fig-
ure 4, ImVoxelNet and NeRF-Det often predict inaccurate
bounding boxes due to insufficient utilization of geomet-
ric information. As for two-stage baselines, it is easy to
predict inaccurate bounding boxes and miss some objects,
due to noises and incomplete scene geometry reconstructed
with MVS methods. Figure 5 shows the detection results
of the ARKitScenes dataset. It is shown that the proposed
method can also predict good results even with relatively
low-quality reconstructed geometry, demonstrating the ro-
bustness of our method.

4.4. Ablation Study

In this section, we present the experimental results con-
ducted on the ScanNet dataset to compare various aggrega-
tion schemes with different hyper-parameters and training
schemes of our method.
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4.4.1 Aggregation Schemes

We begin by comparing our occlusion-aware aggregation
approach RMA, with the other two schemes shown in Fig-
ure 3: Volume Aggregation (VA, Figure 3(c)) and Depth
Aggregation (DA, Figure 3(b)). The VA method lifts per-
view 2D features into 3D via back projection [19, 25, 26]
directly. Specifically, we directly convert the global feature
volume V used in the 3D reconstruction network into a point
cloud with features for detection. The DA method directly
lifts 2D features to point clouds through depth maps of each
view obtained from the reconstruction results. In detail, for
points along a ray, we define p(¢;) as the First Hitting Point
(FHP) if

i =argmin{j | S(p(z;)) - S(p(z;+1)) < 0} (6)
J

which represents the first intersecting point. Considering
the possible errors in 3D reconstruction, we select 2 - k
points from p(#;_r+1) to p(#i+x). The weight of a selected
point decreases linearly as it moves farther away from the
FHP.

To study the sensitivity of the hyper-parameters, we ex-
plore different values of 0,,,, in our RMA module with
0.02, 0.05, and 0.10. We refrain from testing smaller 6,4
values due to excessive GPU memory usage. For DA, we
experiment with different values of k, including 1, 2, 3, and
4.

Table 3 presents the results of the different aggrega-
tion schemes and hyper-parameters. Our RMA method
achieves the best performance in both mAP@0.25 and
mAP@0.5, surpassing the VA method significantly by 27.5
in mAP@0.25 and 25.7 in mAP@0.5. The comparison re-
veals that integrating the rough scene TSDF obtained from
3D reconstruction into the aggregation process effectively
enhances detection performance by providing valuable 3D
geometry information and considering occlusion. Addition-
ally, our RMA method outperforms the best results of DA
by 0.7 in mAP@0.25 and 2.3 in mAP@0.5. It indicates that
with the possible errors in the reconstructed scene TSDF,
the DA method that directly chooses the first intersecting
point along a ray may not always yield optimal results. In
contrast, our RMA method offers more flexibility by com-
bining local geometry information conveyed by @ and ac-
cumulated ray information conveyed by 7. Moreover, the
results do not change much with different 6,,,, indicating
the robustness of our RMA method.

4.4.2 Training Schemes

We compare our training scheme, which involves subse-
quent pre-training of the MVS module and the detection
network followed by joint fine-tuning of the entire network,
with three other schemes to demonstrate the effectiveness

of our proposed approach. The straightforward training
scheme is to train the entire network from scratch without
any pre-training. There are also several possible schemes
considering the pre-training and fine-tuning. Specifically,
the second scheme that we compare focuses on pre-training
only the MVS module and then jointly training the entire
network. The last scheme involves pre-training the MVS
module and then freezing it to pre-train the detection mod-
ule, without joint fine-tuning of the entire network.

The comparison results presented in Table 4 demon-
strate that our three-step training scheme with pre-training
and fine-tuning achieves the best performance in both
mAP@0.25 and mAP@0.5. Our training scheme out-
performs the scheme without any pre-training by 10.4 in
mAP@0.25 and 8.0 in mAP@0.5. Additionally, it outper-
forms the scheme without pre-training of the detection net-
work by 8.3 in mAP@0.25 and 5.9 in mAP@0.5. These
comparisons highlight the importance of both pre-training
the MVS module and pre-training the reconstruction net-
work for optimal performance. This is necessary to avoid
potential overfitting caused by the complexity of our ar-
chitecture and to provide a solid geometry foundation for
our RMA aggregation scheme, which heavily relies on re-
liable geometry information from the reconstructed scene
TSDF. Furthermore, our training scheme outperforms the
scheme without fine-tuning by 2.8 in mAP@0.25 and 2.1 in
mAP@0(.5, demonstrating the effectiveness of fine-tuning.
Fine-tuning facilitates knowledge transfer and synergistic
interaction between the MVS module and the detection net-
work, contributing to improved performance.

Overall, our experimental results validate the efficacy of
our training scheme, emphasizing the significance of pre-
training, fine-tuning, and the interplay between the MVS
module and the detection network in achieving superior per-
formance for our method.

5. Conclusion

In this paper, we introduced CN-RMA, a novel 3D indoor
object detection method from multi-view images. Our pro-
posed approach surpasses previous state-of-the-art methods
and outperforms two-stage baselines. We also present an
effective occlusion-aware technique for aggregating 2D fea-
tures into 3D point clouds using rough scene TSDF, which
holds potential for integration into other 3D scene under-
standing tasks from multi-view images.

Future work should focus on exploring techniques for
further improving the performance of CN-RMA, such as
investigating alternative aggregation schemes or incorporat-
ing additional contextual information, which could be ben-
eficial. We anticipate continued advancements in 3D indoor
object detection and related research areas by addressing
these limitations and building upon our findings.
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