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Figure 1. A comprehensive comparison of performance on ImageNet-1K, robustness on ImageNet-A, COCO detection and instance
segmentation performance based on Mask R-CNN 1×, ADE20K semantic segmentation performance based on UperNet.

Abstract

Due to the depth degradation effect in residual connec-
tions, many efficient Vision Transformers models that rely
on stacking layers for information exchange often fail to
form sufficient information mixing, leading to unnatural vi-
sual perception. To address this issue, in this paper, we
propose Aggregated Attention, a biomimetic design-based
token mixer that simulates biological foveal vision and con-
tinuous eye movement while enabling each token on the
feature map to have a global perception. Furthermore, we
incorporate learnable tokens that interact with conventional
queries and keys, which further diversifies the generation
of affinity matrices beyond merely relying on the similarity
between queries and keys. Our approach does not rely on
stacking for information exchange, thus effectively avoiding
depth degradation and achieving natural visual perception.
Additionally, we propose Convolutional GLU, a channel
mixer that bridges the gap between GLU and SE mecha-
nism, which empowers each token to have channel attention
based on its nearest neighbor image features, enhancing lo-
cal modeling capability and model robustness. We combine
aggregated attention and convolutional GLU to create a new
visual backbone called TransNeXt. Extensive experiments
demonstrate that our TransNeXt achieves state-of-the-art
performance across multiple model sizes. At a resolution
of 2242, TransNeXt-Tiny attains an ImageNet accuracy of
84.0%, surpassing ConvNeXt-B with 69% fewer parame-
ters. Our TransNeXt-Base achieves an ImageNet accuracy
of 86.2% and an ImageNet-A accuracy of 61.6% at a resolu-
tion of 3842, a COCO object detection mAP of 57.1, and an
ADE20K semantic segmentation mIoU of 54.7.

1. Introduction
The Vision Transformer (ViT) [12] has emerged as a popular
backbone architecture for various computer vision tasks in
recent years. The ViT model comprises two key compo-
nents: the self-attention layer (token mixer) and the MLP
layer (channel mixer). The self-attention mechanism plays
a crucial role in feature extraction by dynamically generat-
ing an affinity matrix through similarity computations be-
tween queries and keys. This global information aggregation
method has demonstrated remarkable feature extraction po-
tential, with no inductive bias like convolution [25], and
can build powerful data-driven models. However, the trans-
former encoder design of vision transformers, originally
developed for language modeling [44], exhibits inherent lim-
itations in downstream computer vision tasks. Specifically,
the computation of the global affinity matrix in self-attention
poses a challenge due to its quadratic complexity and high
memory consumption, which restricts its application on high-
resolution image features.

In order to mitigate the computational and memory bur-
dens imposed by the quadratic complexity inherent in the
self-attention mechanism, a plethora of sparse attention
mechanisms have been proposed in previous studies. One
such representative method is local attention [33], which
restricts attention within a window on the feature map. How-
ever, due to the limited receptive field, this method often
requires alternating stacking with different types of token
mixers to achieve cross-window information exchange. An-
other representative method spatially downsamples the keys
and values of attention (such as pooling [47–49], grid sam-
pling [43]). This method, due to its sacrifice of the query’s
fine-grained perception of the feature map, also has certain

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

17773



Swin ConvNeXt

TransNeXt (Ours) CSWin

Local Attention Sliding Window Attention
& Convolution

Pooling Attention Pixel-focused Attention 
(Ours)

Biological Vision System
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Figure 2. A comparison of prevalent visual information aggregation mechanisms, our proposed method, and biological visual systems (Left)
and a visualization comparison of the Effective Receptive Field [35] between our method and the prevalent backbone networks, using the
output at stage 3 (Right). Each ERF image is generated by averaging over 5000 2242-sized images from ImageNet-1K validation set.

limitations. Recent studies [5, 43] have alternately stacked
spatial downsampling attention and local attention, achieving
commendable performance results.

However, recent studies [8, 45] and experiments [22]
have shown that deep networks with residual blocks [14]
behave like ensembles of shallower networks, indicating that
the cross-layer information exchange achieved by stacking
blocks may not be as effective as anticipated.

On the other hand, both local attention and spatial down-
sampling attention differ significantly from the workings of
biological vision. Biological vision possesses higher acuity
for features around the visual focus and lower acuity for
distant features. Moreover, as the eyeball moves, this charac-
teristic of biological vision remains consistent for pixels at
any position in the image, implying pixel-wise translational
equivariance. However, in local attention based on window
partitioning, tokens at the window edge and center are not
treated equivalently, presenting a clear discrepancy.

We have observed that due to depth degradation effects,
many efficient ViT models are unable to form sufficient in-
formation mixing through stacking. Even with a deep stack
of layers, the traces of their window partitioning always
form unnatural artifacts, as shown in Fig 2. To address this
issue, we investigate a visual modeling approach that closely
aligns with biological vision to mitigates potential model
depth degradation and achieve information perception closer
to human foveal vision. To this end, we initially introduce
Pixel-focused Attention, which employs a dual-path de-
sign. In one path, each query has fine-grained attention to
its nearest neighbor features, while in the other path, each
query has coarse-grained attention to spatial downsampled
features, allowing for a global perception. This approach
operates on a per-pixel basis, effectively simulating the con-
tinuous movement of the eyeball. Furthermore, we incorpo-
rate query embedding and positional attention mechanisms
into pixel-focused attention, leading to the proposal of Ag-
gregated Pixel-focused Attention, which we abbreviate as
Aggregated Attention. This approach further diversifies the
generation of affinity matrices beyond merely relying on the

similarity between queries and keys, thereby achieving the
aggregation of multiple attention mechanisms within a single
attention layer. We also reevaluate the design requirements
of the channel mixer in vision transformers and propose a
novel channel mixer named Convolutional GLU. This mixer
is more apt for image tasks and integrates local feature-based
channel attention to enhance model robustness.

We introduce TransNeXt, a hierarchical visual backbone
network that incorporates aggregated attention as a token
mixer and convolutional GLU as a channel mixer. Through
comprehensive evaluation across image classification, ob-
ject detection, and segmentation tasks, we demonstrate the
efficacy of these mixing components. Our TransNeXt-Tiny,
pretrained solely on ImageNet-1K, achieves an ImageNet
accuracy of 84.0%, surpassing ConvNeXt-B. In COCO ob-
ject detection, it attains a box mAP of 55.1 using the DINO
detection head, outperforming ConvNeXt-L pretrained at a
resolution of 3842 by 1.7. Our TransNeXt-Small/Base, fine-
tuned at a resolution of 3842 for merely 5 epochs, achieves
an ImageNet accuracy of 86.0%/86.2%, surpassing the pre-
vious state-of-the-art MaxViT-Base fine-tuned for 30 epochs
by 0.3%/0.5%. Moreover, when evaluated on the highly
challenging ImageNet-A test set at a resolution of 3842, our
TransNeXt-Small/Base models achieve an impressive top-
1 accuracy of 58.3%/61.6%, significantly outperforming
ConvNeXt-L by 7.6%/10.9%, setting a new benchmark of
robustness for ImageNet-1K supervised models.

In summary, our contributions are as follows:

1. Proposing pixel-focused attention, a token mixer closely
aligns with biological foveal vision and mitigates poten-
tial model depth degradation. This novel attention mech-
anism works on a per-pixel basis, effectively simulating
the continuous movement of the eyeball and highly align-
ing with the focal perception mode of biological vision.
It possesses visual priors comparable to convolution.

2. Proposing aggregated attention, an enhanced version of
pixel-focused attention, which further aggregates two
types of non-QKV attention mechanisms into pixel-
focused attention. Notably, we propose a highly efficient
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approach within this framework, with the additional com-
putational overhead accounting for a mere 0.2%-0.3% of
the entire model, leading to a exceptionally cost-effective
unification of QKV attention, LKV attention, and QLV
attention within a single mixer layer.

3. Proposing length-scaled cosine attention that enhances
the extrapolation capability of existing attention mecha-
nisms for multi-scale input. This allows TransNeXt to
achieve superior large-scale image extrapolation perfor-
mance compared to pure convolutional networks.

4. Proposing convolutional GLU, which incorporates chan-
nel attention based on nearest neighbor image features. In
comparison to convolutional feed-forward, it realizes the
attentionalization of the channel mixer with fewer FLOPs,
thereby effectively enhancing the model’s robustness.

5. Introducing TransNeXt, a visual backbone that deliv-
ers state-of-the-art performance in various visual tasks
such as image classification, object detection, and seman-
tic segmentation among models of similar size. It also
exhibits state-of-the-art robustness.

2. Related Work
Vision transformers: Vision Transformer (ViT) [12] was
the first to introduce transformer architecture to visual tasks,
where images are segmented into non-overlapping patches
and subsequently linearly projected into token sequences,
which are later encoded by a transformer encoder. When
trained with large-scale pretraining data or thoughtfully de-
signed training strategies, ViT models outperform convo-
lutional neural networks (CNNs)[14, 24, 25], exhibiting
remarkable performance in image classification and other
downstream tasks.

Non-QKV attention variants: In self-attention, the
dynamic affinity matrix is generated through the interac-
tion between queries and keys. Recently, several stud-
ies [1, 26, 41, 53] have explored the use of learnable tokens
as a replacement for the original queries or keys to generate
dynamic affinity matrices. Involution [26] and VOLO [53],
for instance, use learnable tokens to replace the original keys,
resulting in dynamic affinity matrices that are exclusively
correlated with queries. In contrast, QnA [1] utilizes learn-
able tokens to replace queries, leading to dynamic affinity
matrices that are only correlated with keys. Both methods
have shown effectiveness.

Biomimetic vision modeling: Human vision exhibits
higher acuity for features around the visual focus and lower
acuity for distant features. This biomimetic design has been
integrated into several machine vision models [36, 51, 52].
Specifically, Focal Transformer [51] designs a visual atten-
tion based on this concept, but it operates based on window
partitioning. Tokens located at the window edges cannot
obtain natural foveal vision, and its window-wise manner
cannot simulate the continuous movement of the human eye-
ball. Our approach effectively addresses these shortcomings.

3. Method
3.1. Aggregated Pixel-focused Attention
3.1.1 Pixel-focused Attention
Inspired by the functioning of biological visual systems, we
have designed a pixel-focused attention mechanism that pos-
sesses fine-grained perception in the vicinity of each query,
while concurrently maintaining a coarse-grained awareness
of global information. To achieve the pixel-wise translational
equivariance inherent in eyeball movements, we employ a
dual-path design incorporating query-centered sliding win-
dow attention and pooling attention. Furthermore, to induce
coupling between the two attention paths, we compute the
importance in the same softmax for the query-key similarity
results of both paths. This results in a competition between
fine-grained and coarse-grained features, transforming pixel-
focused attention into a multi-scale attention mechanism.

Given an input X ∈ RC×H×W , we now focus on the
operations performed on a single pixel in the input feature
map. We define a set of pixels within a sliding window
centered at pixel at (i, j) as ρ(i, j). For a fixed window
size of k × k, ∥ρ(i, j)∥ = k2. Concurrently, we define
the set of pixels obtained from pooling the feature map as
σ(X). Given a pooling size of Hp×Wp, ∥σ(X)∥ = HpWp.
Therefore, pixel-focused attention (PFA) can be described
as follows:

S(i,j)∼ρ(i,j) = Q(i,j)K
T
ρ(i,j)

S(i,j)∼σ(X) = Q(i,j)K
T
σ(X)

(1)

A(i,j) =softmax

(
Concat(S(i,j)∼ρ(i,j), S(i,j)∼σ(X))√

d
+B(i,j))

(2)

A(i,j)∼ρ(i,j), A(i,j)∼σ(X) =Split(A(i,j))

with size [k2, HpWp]
(3)

PFA(X(i,j)) = A(i,j)∼ρ(i,j)Vρ(i,j) +A(i,j)∼σ(X)Vσ(X)

(4)
Activate and Pool: In order to utilize the linear com-

plexity mode of PFA for large-scale image inference in sub-
sequent applications, we employ parameter-free adaptive
average pooling for downsampling in the spatial dimension.
However, the average pooling operator significantly loses
information. Therefore, we use a single-layer neural network
for projection and activation before feature map pooling to
compress and extract useful information in advance, thereby
improving the information compression rate after downsam-
pling. After pooling, we once again use layer normalization
to normalize the output to ensure the variance consistency
of X and σ(X). The downsampling operator we propose,
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Figure 3. An illustration of the comparison between pixel-focused attention (left) and aggregated attention (right). Both have a feature size
of 10×10, a window size of 3×3, and a pool size of 2×2.

termed ‘Activate and Pool’, can be expressed by the follow-
ing equation:

σ(X) = LayerNorm(AvgPool(GELU(Linear(X))))
(5)

We replaced the downsampling module in PVTv2-li [48]
with our ‘activate and pool’ mechanism and designed a 2M-
sized model for ablation experiments on CIFAR-100 [23].
Our module improved the top-1 accuracy of PVTv2-li from
68.1% to 70.4%, demonstrating the effectiveness of this
approach.

Padding mask: In the sliding window path, pixels located
at the edge of the feature map inevitably compute similarities
with zero-padding outside the boundary. To prevent these
zero similarities from influencing the softmax operation, we
employ a padding mask to set these results to −∞.

3.1.2 Aggregating Diverse Attentions in a Single Mixer
Query embedding: Several vision-language models [27, 28]
utilize queries originating from the textual modality to per-
form cross-attention on keys derived from the visual modal-
ity, thereby achieving cross-modal information aggregation
to complete Visual Question Answering (VQA) tasks. More-
over, it has been proven effective and efficient to incorporate
and optimize learnable prefix query tokens when fine-tuning
these multimodal models to adapt to specific subtasks.

A natural extension of this idea is to incorporate these
learnable query tokens into the attention mechanism of the
backbone network for well-defined tasks such as image clas-
sification, object detection, and semantic segmentation, and
directly optimize them. This approach has been validated by
previous work [1] for its effectiveness.

This method differs from traditional QKV attention as
it does not use queries from the input but learns a query
defined by the current task to perform cross-attention. There-
fore, we categorize this method as Learnable-Key-Value
(LKV) attention, drawing a parallel to QKV attention. We
found that adding a learnable Query Embedding (QE) to

all query tokens in traditional QKV attention can achieve
similar information aggregation effects with negligible ad-
ditional overhead. We only need to modify Equation 1 as
follows:

S(i,j)∼ρ(i,j) = (Q(i,j) + QE)KT
ρ(i,j)

S(i,j)∼σ(X) = (Q(i,j) + QE)KT
σ(X)

(6)

Positional attention: An alternative approach to infor-
mation aggregation is the use of a set of learnable keys that
interact with queries originating from the input to obtain
attention weights, i.e., Query-Learnable-Value (QLV) atten-
tion. This method differs from traditional QKV attention
as it disrupts the one-to-one correspondence between keys
and values, resulting in learning more implicit relative po-
sitional information for the current query. Consequently, it
is often employed in conjunction with a sliding window in
visual tasks [26, 53]. Unlike static affinity matrices such
as convolution or relative position bias, the affinity matrix
generated in this way takes into account the impact of the
current query and can dynamically adapt based on it. We
have observed that this data-driven modeling approach ex-
hibits greater robustness compared to static relative position
bias and can further enhance locality modeling capabilities.
Leveraging this feature, we introduce a set of learnable to-
kens T ∈ Rd×k2

in each attention head, allowing these
tokens to interact with queries to obtain additional dynamic
position bias and add it to A(i,j)∼ρ(i,j). Using this enhance-
ment only requires an additional computational overhead of
HWk2C. We only need to modify Equation 4 as follows:

PFA(X(i,j)) =(A(i,j)∼ρ(i,j) +Q(i,j)T )Vρ(i,j)

+A(i,j)∼σ(X)Vσ(X)

(7)

3.1.3 Overcoming Multi-scale Image Input
Length-scaled cosine attention: In contrast to the scaled
dot product attention, the scaled cosine attention, which em-
ploys cosine similarity, has been observed to generate more
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moderate attention weights [19, 33] and effectively enhance
the training stability of large visual models [9]. The scaled
cosine attention typically multiplies an additional learnable
coefficient λ to the cosine similarity results of queries and
keys, enabling the attention mechanism to effectively ignore
insignificant tokens [19]. Recent studies [3, 13] have discov-
ered that as the length of the input sequence increases, the
confidence of the attention output decreases. Therefore, the
scaling factor of the attention mechanism should be related
to the length of the input sequence [3]. [40] further proposed
that the design of attention should exhibit entropy invariance
to facilitate better generalization to unknown lengths. [40]
provided an estimate of the entropy of the scaled dot product
attention with a sequence length n when queries and keys
are approximated as vectors with a magnitude of

√
d:

Hi ≈ log n− 0.24λd+ O(1) (8)

For cosine similarity, we define the queries and keys with
ℓ2-normalization applied along their head dimensions as Q̂
and K̂ respectively, both of which have magnitudes of 1. To
maintain entropy invariance and disregard constant terms, we
set λ ≈ logn

0.24 . Given that Equation 8 is merely an estimate,
we set λ = τ log n, where τ is a learnable variable initialized
to 1

0.24 for each attention head. We propose length-scaled
cosine attention as follows:

Attention(Q,K, V ) = softmax(τ logN ∗ Q̂K̂T )V (9)

Here, N denotes the count of effective keys each query
interacts with, excluding the count of masked tokens. Specif-
ically, when applied in a transformer decoder [44], future
tokens masked by a causal mask should not be counted in N .
In the context of pixel-focused attention, N is calculated as
N(i,j) = ∥ρ(i, j)∥+∥σ(X)∥−∥µ(i, j)∥ , where µ(i, j) rep-
resents the set of padding-masked tokens at position (i, j).

Position bias: To further enhance the extrapolation capa-
bility of pixel-focused attention for multi-scale image inputs,
we employ different methods to calculate B(i,j)∼ρ(i,j) and
B(i,j)∼σ(X) on two paths. On the pooling feature path, we
use log-spaced continuous position bias (log-CPB) [33], a
2-layer MLP with a ReLU [37] to compute B(i,j)∼σ(X) from
the spatial relative coordinates ∆(i,j)∼σ(X) between Q(i,j)

and Kσ(X). On the sliding window path, we directly use a
learnable B(i,j)∼ρ(i,j). On one hand, this is because the size
of the sliding window is fixed and does not require extrapo-
lation of unknown relative position biases through log-CPB,
thus saving computational resources. On the other hand,
we observe that using log-CPB to calculate B(i,j)∼ρ(i,j) re-
sults in performance degradation. We believe this is because
∆(i,j)∼σ(X) represents the spatial relative coordinates be-
tween fine-grained tokens and coarse-grained tokens, while
∆(i,j)∼ρ(i,j)represents the spatial relative coordinates be-
tween fine-grained tokens, and their numerical meanings are
different. We discuss these details further in appendix.

Aggregated attention: By applying the aforementioned
diverse attention aggregation methods and techniques for
enhancing the extrapolation capability for multi-scale inputs,
we propose an enhanced version of pixel-focused attention,
termed aggregated pixel-focused attention, which we abbre-
viate as Aggregated Attention (AA). It can be described as
follows:

S(i,j)∼ρ(i,j) = (Q̂(i,j) + QE)K̂T
ρ(i,j)

S(i,j)∼σ(X) = (Q̂(i,j) + QE)K̂T
σ(X)

(10)

B(i,j) = Concat(B(i,j)∼ρ(i,j), log-CPB(∆(i,j)∼σ(X)))
(11)

A(i,j) =softmax(τ logN∗
Concat(S(i,j)∼ρ(i,j), S(i,j)∼σ(X)) +B(i,j))

(12)

A(i,j)∼ρ(i,j), A(i,j)∼σ(X) =Split(A(i,j))

with size [k2, HpWp]
(13)

AA(X(i,j)) =(A(i,j)∼ρ(i,j) + Q̂(i,j)T )Vρ(i,j)

+A(i,j)∼σ(X)Vσ(X)

(14)

3.1.4 Feature Analysis
Computational complexity: Given an input X ∈
RC×H×W , a pooling size of Hp ×Wp, and a window size
of k × k, we consider the impact of ‘activate and pool’ oper-
ation and linear projection. The computational complexities
of pixel-focused attention and aggregated attention are:

Ω(PFA) =5HWC2 + 2HpWpC2

+ 2HWHpWpC + 2HWk2C
(15)

Ω(AA) = Ω(PFA) +HWk2C

= 5HWC2 + 2HpWpC2

+ 2HWHpWpC + 3HWk2C

(16)

We observe that when the pooling size Hp ×Wp is set
to a value independent of the input size, Both Ω(PFA) and
Ω(AA) scales linearly with the length of the input sequence.
This implies that both PFA and AA can perform inference in
a linear complexity mode.

Optimal accuracy-efficiency trade-off: Through empir-
ical studies, we observed that the size of the sliding win-
dow has a negligible impact on model performance. Con-
sequently, we employed the minimal form of a 3 × 3 slid-
ing window to capture features near the visual focus, sig-
nificantly reducing computational and memory consump-
tion. We attribute this to the presence of pooling feature
paths, which endow each query with a global receptive field,
thereby greatly diminishing the need to expand the sliding
window size to extend the receptive field. Detailed ablation
study results and discussions can be found in appendix.
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Figure 5. An illustration of TrasnNeXt architecture.
3.2. Convolutional GLU
3.2.1 Motivation

Gated channel attention in ViT era: Previous work, repre-
sented by the Squeeze-and-Excitation (SE) mechanism [20],
first introduced channel attention into the field of computer
vision, which uses a branch with an activation function to
gate the network output. In gated channel attention, the gat-
ing branch has more decision-making power than the value
branch, and it ultimately determines whether the correspond-
ing output elements are zeroed. From this perspective, the
SE mechanism cleverly uses features after global average
pooling as the input of the gating branch, achieving a largest
receptive field for better decision-making and solving the
problem of insufficient receptive field in CNNs structures
at the same time. However, in the ViT era, global receptive
fields are no longer scarce. Various global token mixers
represented by self-attention have achieved higher quality
global information aggregation than global average pooling.
This makes the global pooling method used by the SE mech-
anism show some shortcomings, such as this method makes
all tokens on the feature map share the same gating signal,
making its channel attention lack flexibility and too coarse-
grained. Despite this, it’s worth noting that ViT structures
lack channel attention. Recent research [56] has found that
incorporating the SE mechanism into a channel mixer can
effectively enhance model robustness, as shown in Fig. 4.

Convolution in ViT era: Recent studies [6, 21] have
shown that introducing a 3 × 3 depthwise convolution [4]
into the vision transformer can be viewed as a form of con-
ditional position encoding (CPE) [6], which effectively cap-
tures positional information from zero-padding.

3.2.2 Rethinking Channel Mixer Design
The Gated Linear Unit (GLU) [7, 39] is a channel mixer
that has been shown to outperform Multi-Layer Perceptron
(MLP) in various natural language processing tasks. GLU
consists of two linear projections that are element-wise mul-
tiplied, with one projection being activated by a gating func-
tion. Unlike the SE mechanism, its gating signal for each
token is derived from the token itself and does not have a
larger receptive field than the value branch.

More elegant design: We found that simply adding a
minimal form of 3 × 3 depthwise convolution before the
activation function of GLU’s gating branch can make its
structure conform to the design concept of gated channel
attention and convert it into a gated channel attention mech-
anism based on nearest neighbor features. We named this
method Convolutional GLU, as shown in Fig. 4.

Feature analysis: Each token in Convolutional GLU
(ConvGLU) possesses a unique gating signal, based on
its nearest fine-grained features. This addresses the overly
coarse-grained drawback of the global average pooling in the
SE mechanism. It also meets the needs of some ViT models
without position encoding design that require position infor-
mation provided by depthwise convolution. Moreover, the
value branch of this design still maintains the same depth as
MLP and GLU, making it backpropagation-friendly. When
keeping the parameter volume consistent with the Convolu-
tional Feed-Forward (ConvFFN) [48] with an expansion ratio
of R and a convolution kernel size of k×k, the computational
complexity of ConvGLU is 2RHWC2 + 2

3RHWCk2,
which is less than the 2RHWC2+RHWCk2 of ConvFFN.
These attributes render ConvGLU a simple yet more robust
mixer, satisfying the diverse requirements of ViTs.
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3.3. Architecture Design of TransNeXt
In order to ensure consistency in subsequent ablation ex-
periments 4.2, TransNeXt adopts the same four-stage hi-
erarchical backbone and overlapping patch embedding as
PVTv2 [48]. The pooling feature size of the aggregated atten-
tion in stages 1-3 is also set to H

32×
W
32 , identical to PVTv2. In

stage 4, as the feature map size has been reduced to H
32 ×

W
32 ,

the feature pooling module cannot function properly. We em-
ploy a modified version of multi-head self-ttention (MHSA)
that applies query embedding and length-scaled cosine at-
tention. This is consistent with PVTv2’s use of MHSA in
the fourth stage. For the channel mixer in stages 1-4, we
use convolutional GLU with GELU [17] activation. The
expansion ratio also follows PVTv2’s [8,8,4,4] setting. To
ensure consistency with typical MLP parameters, the hidden
dimension of convolutional GLU is 2

3× of the set value. Fur-
thermore, we set the head dimension to be 24 for divisibility
by 3 in the channel dimension. The specific configurations
of TransNeXt variants can be found in appendix.

4. Experiment
Model

#Params.
(M)

FLOPs
(G)

IN-1K ↑
Top-1(%)

IN-C ↓
mCE(%)

IN-A ↑
Top-1(%)

IN-R ↑
Top-1(%)

Sketch ↑
Top-1(%)

IN-V2 ↑
Top-1(%)

ImageNet-1K 2242 pre-trained models
PVT-Tiny [47] 13.2 1.9 75.1 79.6 8.2 33.7 21.3 63.0
PVTv2-B1 [48] 14.0 2.1 78.7 62.6 14.7 41.8 28.9 66.9
BiFormer-T [57] 13.1 2.2 81.4 55.7 25.7 45.4 31.5 70.6
EfficientFormerv2-S2 [29] 12.7 1.3 81.6 – – – – –
TransNeXt-Micro (Ours) 12.8 2.7 82.5 50.8 29.9 45.8 33.0 72.6

DeiT-Small/16 [42] 22.1 4.6 79.9 54.6 19.8 41.9 29.1 68.4
Swin-T [32] 28.3 4.5 81.2 62.0 21.7 41.3 29.0 69.7
PVTv2-B2 [48] 25.4 4.0 82.0 52.6 27.9 45.1 32.8 71.6
ConvNeXt-T [34] 28.6 4.5 82.1 53.2 24.2 47.2 33.8 71.0
Focal-T [51] 29.1 4.9 82.2 – – – – –
FocalNet-T (LRF) [52] 28.6 4.5 82.3 55.0 23.5 45.1 31.8 71.2
MaxViT-Tiny [43] 30.9 5.6 83.4 49.6 32.8 48.3 36.3 72.9
BiFormer-S [57] 25.5 4.5 83.8 48.5 39.5 49.6 36.4 73.7
TransNeXt-Tiny (Ours) 28.2 5.7 84.0 46.5 39.9 49.6 37.6 73.8

Swin-S [32] 49.6 8.7 83.1 54.9 32.9 44.9 32.0 72.1
ConvNeXt-S [34] 50.2 8.7 83.1 49.5 31.3 49.6 37.1 72.5
PVTv2-B3 [48] 45.2 6.9 83.2 48.0 33.3 49.2 36.7 73.0
Focal-S [51] 51.1 9.1 83.5 – – – – –
FocalNet-S (LRF) [52] 50.3 8.7 83.5 51.0 33.8 47.7 35.1 72.7
PVTv2-B4 [48] 62.6 10.1 83.6 46.5 37.1 49.8 37.5 73.5
BiFormer-B [57] 56.8 9.8 84.3 47.2 44.3 49.7 35.3 74.0
MaxViT-Small [43] 68.9 11.7 84.4 46.4 40.0 50.6 38.3 74.0
TransNeXt-Small (Ours) 49.7 10.3 84.7 43.9 47.1 52.5 39.7 74.8

DeiT-Base/16 [42] 86.6 17.6 81.8 48.5 28.1 44.7 32.0 70.9
Swin-B [32] 87.8 15.4 83.5 54.5 35.9 46.6 32.4 72.3
PVTv2-B5 [48] 82.0 11.8 83.8 45.9 36.8 49.8 37.2 73.4
Focal-B [51] 89.8 16.0 83.8 – – – – –
ConvNeXt-B [34] 88.6 15.4 83.8 46.8 36.7 51.3 38.2 73.7
FocalNet-B (LRF) [52] 88.7 15.4 83.9 49.5 38.3 48.1 35.7 73.5
TransNeXt-Base (Ours) 89.7 18.4 84.8 43.5 50.6 53.9 41.4 75.1

MaxViT-Base [43] 119.5 24.0 84.9 43.6 44.2 52.5 40.1 74.5

ImageNet-1K 3842 fine-tuned models
Swin-B [32] 87.8 47.1 84.5 – 42.0 47.2 33.4 73.2
ConvNeXt-B [34] 88.6 45.2 85.1 – 45.6 52.9 39.5 75.2
MaxViT-Small [43] 68.9 36.1 85.2 – 48.3 – – –
ConvNeXt-L [34] 197.8 101.1 85.5 – 50.7 54.6 41.0 76.0
MaxViT-Base [43] 119.5 74.2 85.7 – 55.1 – – –
TransNeXt-Small (Ours) 49.7 32.1 86.0 – 58.3 56.4 43.2 76.8
TransNeXt-Base (Ours) 89.7 56.3 86.2 – 61.6 57.7 44.7 77.0

Table 1. A comprehensive comparison on the ImageNet-1K classi-
fication and additional robustness test sets.

ImageNet-1K classification: Our code is implemented
based on PVTv2 [48] and follows the DeiT [42] recipe for
training. The model is trained from scratch on the ImageNet-
1K [10] dataset for 300 epochs, leveraging automatic mixed
precision (AMP) across 8× GPUs. The specific hyperparam-
eters employed during training are detailed in appendix. To
conduct a comprehensive evaluation of the model’s robust-
ness, we utilize several additional test sets. These include
ImageNet-C [16], a 2242-sized test set that applies algorith-
mic distortions to ImageNet-1K validation set; ImageNet-

A [18], a test set comprising adversarial examples; ImageNet-
R [16], an extended test set containing samples that ResNet-
50 [14] failed to classify correctly; ImageNet-Sketch [46],
which contains hand-drawn images; and ImageNet-V2 [38],
an extended test set that employs the same sampling strategy
as ImageNet-1K.

Experimental results: The experimental results, pre-
sented in Table 1, establish that our proposed model sets a
new benchmark in ImageNet-1K accuracy and robustness
across various scales. Specifically, our TransNeXt-Micro
model achieves a top-1 accuracy of 82.5% on ImageNet-1K,
surpassing the FocalNet-T(LRF) while utilizing 55% fewer
parameters. Similarly, our TransNeXt-Tiny model achieves a
top-1 accuracy of 84.0%, outperforming ConvNeXt-B with
a reduction of 69% in parameters. Remarkably, at a resolu-
tion of 3842, our TransNeXt-Small/Base model surpasses the
larger MaxViT-Base model by 0.3%/0.5% respectively after
only 5 epochs of fine-tuning, compared to the 30 epochs used
by MaxViT-Base. In terms of robustness, our model exhibits
superior performance on five additional test sets. Notably,
on the most challenging ImageNet-A test set, TransNeXt
demonstrates a significant advantage in robustness as the
model scales up. On ImageNet-A at a resolution of 2242,
our TransNeXt-Base surpasses MaxViT-Base by 6.4%. At a
resolution of 3842, our TransNeXt-Small/Base achieves an
impressive ImageNet-A accuracy of 58.3%/61.6%, signif-
icantly outperforming ConvNeXt-L by 7.6%/10.9%, while
their parameter counts are only 25% and 45% of ConvNeXt-
L, respectively.

Object detection and instance segmentation: We em-
ployed a Mask R-CNN [15] detection head, trained under
a 1× schedule, to evaluate the performance of ImageNet-
1K pretrained TransNeXt on object detection and instance
segmentation on the COCO [30] dataset. The experimental
results are presented in Fig 1. Our model demonstrated com-
prehensive superiority when compared with previous state-
of-the-art models. Notably, even our tiny model surpassed
the base models of FocalNet, InternImage and CSWin in
terms of AP b. Similarly, we utilized a DINO [54] detection
head, also trained under a 1× schedule, to further assess the
potential of our model for object detection. Our TransNeXt-
Tiny model achieved an AP b of 55.1 under a 4-scales setting,
surpassing ConvNeXt-L(AP b of 53.4 in 4-scales setting) 1.7
with only 14% of the latter’s backbone parameters. Our
TransNeXt-Base achieved an AP b of 57.1 under a 5-scales
setting, approaching the performance of Swin-L(AP b of
57.2 in 5-scales setting) pretrained on ImageNet-22K.

Semantic segmentation: We used UperNet [50] and
Mask2Former [2] methods to train the ImageNet-1K pre-
trained TransNeXt at a resolution of 5122 for 160k itera-
tions, and evaluated its semantic segmentation performance
on ADE20K [55]. Under the UperNet method, as shown in
Fig 1, our TransNeXt demonstrated comprehensive superior-
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TransNeXt VS Pure Convolutional Models Ablation on methods of multi-scale inference

Figure 6. The left figure shows the comparison results of
TransNeXt-Tiny under normal and linear inference modes with
the pure convolution models on multi-scale image inference perfor-
mance, while the right figure shows the impact of our positional
encoding design and length-scaled cosine attention on this aspect.

ity over previous methods across all sizes. Our TransNeXt-
Base even surpassed ConvNeXt-B (mIoU 52.6), which was
pretrained on ImageNet-22K and further trained at a reso-
lution of 6402. Similarly, under the Mask2Former method,
our TransNeXt-Small achieved an mIoU of 54.1, surpassing
Swin-B (mIoU 53.9) which was pretrained on ImageNet-22K
and further trained at a resolution of 6402. Furthermore, our
TransNeXt-Base achieved an mIoU of 54.7. These results
indicate that our method has the potential to transcend model
size limitations and break through data volume barriers.

Our model demonstrates a even more pronounced per-
formance advantage in dense prediction tasks compared to
classification tasks. We believe this validates the effective-
ness of the biomimetic vision design of aggregated attention,
which enables a more natural visual perception at earlier
stages compared to previous methods, as depicted in Fig 2.
4.1. Multi-scale Inference
During inference, TransNeXt in normal mode sets Hp and
Wp to 1

32 of the input size, while in linear mode, these are
fixed at 7 × 7. As depicted in Fig 6 (left), TransNeXt out-
performs pure convolutional solutions in both normal and
linear modes. Large convolutional kernel schemes [11, 31],
also proposed to address depth degradation, exhibit signifi-
cant performance decline during large image size inference.
This reveals the advantage of our approach over large kernel
schemes in addressing this issue. For instance, RepLKNet-
31B only achieves 0.9% accuracy at a resolution of 6402.
In traditional opinions, pure convolutional models have bet-
ter multi-scale applicability than ViT models, and such ex-
perimental results imply that this opinion needs to be re-
examined. The performance decline of large kernel strategies
also merits further investigation by the research community.

Fig 6 (right) illustrates the impact of length-scaled cosine
and the use of interpolation for position bias on performance.
Length-scaling becomes significant at a resolution of 6402,
indicating that sequence length variations exceeding 8× in
softmax start to notably diminish the confidence of scaled
cosine attention. The application of interpolation for rel-
ative position biases results in a substantial performance
decline, emphasizing the effectiveness of using extrapolative

positional encoding (log-CPB) in multi-scale inference.
4.2. A roadmap from PVT to TransNeXt

Step Method #Params.
(M)

FLOPs
(G)

IN-1K ↑
Top-1(%)

IN-C ↓
mCE(%)

IN-A ↑
Top-1(%)

IN-R ↑
Top-1(%)

Sketch ↑
Top-1(%)

IN-V2 ↑
Top-1(%)

0 PVT-Tiny [47] 13.2 1.9 75.1 79.6 8.2 33.7 21.3 63.0
1 PVTv2-B1 [48] 14.0 2.1 78.7 (+3.6) 62.6 (+17.0) 14.7 (+6.5) 41.8 (+8.1) 28.9 (+7.6) 66.9 (+3.9)

2 Deeper and Thinner 14.9 2.3 80.08 (+1.38) 55.3 (+7.3) 19.7 (+5.0) 43.2 (+1.4) 31.1 (+2.2) 69.2 (+2.3)

3 + More Heads 14.9 2.3 80.12 (+0.04) 55.0 (+0.3) 19.2 (-0.5) 43.5 (+0.3) 31.5 (+0.4) 69.4 (+0.2)

4 ConvFFN→GLU 14.8 2.2 79.7 (-0.42) 59.5 (-4.5) 18.9 (-0.3) 39.3 (-4.2) 26.8 (-4.7) 69.0 (-0.4)

5 GLU→ConvGLU 14.9 2.2 80.9 (+1.2) 54.6 (+4.9) 23.5 (+4.6) 44.3 (+5.0) 32.7 (+5.9) 70.6 (+1.6)

6 SRA→PFA 12.8 2.7 81.8 (+0.9) 51.7 (+2.9) 26.9 (+3.4) 45.2 (+0.9) 33.3 (+0.6) 71.6 (+1.0)

7 + Positional Attention 12.8 2.7 82.2 (+0.4) 50.7 (+1.0) 31.0 (+4.1) 46.4 (+1.2) 34.1 (+0.8) 72.0 (+0.4)

8 + Query Embedding 12.8 2.7 82.5 (+0.3) 50.8 (-0.1) 29.9 (-1.1) 45.8 (-0.6) 33.0 (-1.1) 72.6 (+0.6)

Table 2. The ablation experiments demonstrate the full roadmap from PVT-
Tiny to TransNeXt-Micro. In step 1, PVTv2 introduces Overlapping Patch
Embedding and Convolutional Feed-Forward (ConvFFN). In step 2, we
made PVTv2 consistent with TransNeXt-Tiny in terms of height and width,
with a head dimension of 48. In step 3, we decreased the head dimension to
24 and increased the number of attention heads.

Effectiveness of our method: The efficacy of our pro-
posed convolutional GLU (ConvGLU) , pixel-focused atten-
tion, positional attention, and query embedding is demon-
strated through ablation experiments from step 4 to 8. In
the stages of step 4 to 5, step 6, and step 7 to 8, we re-
placed convolutional feed-forward (ConvFFN) with Con-
vGLU, spatial-reduction attention (SRA) with pixel-focused
attention (PFA), and pixel-focused attention with aggregated
attention, respectively. These three substitutions resulted
in accuracy improvements of 0.8%, 0.9%, and 0.7% on
ImageNet-1K, and 4.3%, 3.4%, and 3.0% on the ImageNet-A
test set, respectively, indicating the significant contribution
of these three components to performance. It is notewor-
thy that the introduction of QLV and LKV mechanisms in
pixel-focused attention required only an additional 0.2% pa-
rameters (from 12.78M to 12.81M) and 0.3% computational
overhead (from 2.65G to 2.66G), yet the performance im-
provement was significant, thereby achieving a cost-effective
trade-off. Moreover, in step 4, replacing ConvFFN with GLU
led to a significant performance decline, underscoring the
necessity of the 3 × 3 depthwise convolution [4] as condi-
tional position encodings (CPE) [6], particularly as PVTv2’s
SRA [48] did not use any other positional encoding at this
stage. Therefore, step 5 also demonstrated the effectiveness
of using ConvGLU as positional encoding.

5. Conclusion
In this work, we propose a biomimetic foveal vision design-
based token mixer, Aggregated Attention, and a channel
mixer with gated channel attention, Convolutional GLU.
We combine them to propose a powerful and highly robust
visual model, TransNeXt, which achieves state-of-the-art
performance in various visual tasks such as classification, de-
tection, and segmentation. The exceptional performance of
TransNeXt in multi-scale inference highlights its advantages
over large kernel strategies in addressing the issue of depth
degradation. Furthermore, we provide a CUDA implementa-
tion that achieves up to 103.4% acceleration in training and
60.5% acceleration in inference. More detailed experimental
data and discussions are included in the appendix.
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