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Abstract

Multiple instance learning (MIL)-based framework has
become the mainstream for processing the whole slide im-
age (WSI) with giga-pixel size and hierarchical image con-
text in digital pathology. However, these methods heavily
depend on a substantial number of bag-level labels and
solely learn from the original slides, which are easily af-
fected by variations in data distribution. Recently, vision
language model (VLM)-based methods introduced the lan-
guage prior by pre-training on large-scale pathological
image-text pairs. However, the previous text prompt lacks
the consideration of pathological prior knowledge, there-
fore does not substantially boost the model’s performance.
Moreover, the collection of such pairs and the pre-training
process are very time-consuming and source-intensive. To
solve the above problems, we propose a dual-scale vision-
language multiple instance learning (ViLa-MIL) framework
for whole slide image classification. Specifically, we pro-
pose a dual-scale visual descriptive text prompt based on
the frozen large language model (LLM) to boost the per-
formance of VLM effectively. To transfer the VLM to pro-
cess WSI efficiently, for the image branch, we propose a
prototype-guided patch decoder to aggregate the patch fea-
tures progressively by grouping similar patches into the
same prototype; for the text branch, we introduce a context-
guided text decoder to enhance the text features by incorpo-
rating the multi-granular image contexts. Extensive studies
on three multi-cancer and multi-center subtyping datasets
demonstrate the superiority of ViLa-MIL.

1. Introduction
Pathological examination serves as the gold standard for

cancer diagnosis [4]. With the fast development of digi-
tal scanning devices, traditional glass slides can be rapidly

*Co-corresponding authors.

Figure 1. Comparison of our ViLa-MIL with existing MIL- and
VLM-based methods. (a) MIL-based methods design various ag-
gregation functions to generate the slide-level features; (b) VLM-
based methods calculate the similarity between patches and can-
didate text prompts, then utilize operator like top-K to obtain
the slide-level prediction; (c) Our ViLa-MIL aligns the dual-scale
slide-level features and the visual descriptive text prompt to obtain
the slide prediction efficiently. Note that, for simplicity, only the
single-scale data stream of ViLa-MIL is visualized.

digitized into the whole slide image (WSI) [27]. WSI ex-
hibits a hierarchical structure and huge size, which typically
has about one billion pixels at its highest resolution (0.25
µm/pixel) [36]. Therefore, obtaining a substantial dataset
with accurate pixel-level annotations can often be chal-
lenging and unattainable. To alleviate this problem, vari-
ous weakly supervised learning methods [16, 20, 26, 32, 37]
have been proposed. Among them, multiple instance learn-
ing (MIL) [9, 13, 15, 24] has gained significant popularity
for tackling WSI classification tasks.

MIL utilizes small patches (i.e., instances) to gener-
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ate the slide-level (i.e., bag-level) representation [25] for
analysis. As shown in Figure 1(a), MIL-based methods
[13,15,33] usually follow a three-step pipeline: patch crop-
ping, feature extraction using a pretrained encoder, and
slide-level feature aggregation for WSI classification. They
[16, 20, 26, 32, 37] have achieved significant success in var-
ious pathological diagnostic tasks like cancer subtyping
[2, 16, 34], staging [9, 35], and tissue segmentation [18, 41].
However, training these MIL-based models still heavily re-
lies on a large number of slides with bag-level labels which
are often unreachable for rare diseases. Moreover, these
models only learn from the original slide, making them vul-
nerable to variations in data distribution and leading to sub-
optimal generalization performance. Recently, a series of
emerging works based on visual language model (VLM)
such as CLIP [30] and BLIP [17] introduced the language
information, bringing new advancements to the fields of
natural image classification [7, 42], segmentation [21, 31],
object detection [40, 47], etc. In the field of pathology,
several VLM-based methods like MI-Zero [23], Biomed-
CLIP [44], PLIP [11], and QUILT [12] have also been
proposed and achieved promising results in diverse patho-
logical diagnostic tasks and datasets. As shown in Fig-
ure 1(b), following the VLM-based framework, these meth-
ods [11,12,22,23] adopt the two-tower encoders (i.e., image
and text encoders), which are pre-trained on a large number
of patch-text pairs collected from the Internet like Twitter or
public educational resources [5,12]. Although these models
have demonstrated great classification performance in vari-
ous tasks, they are still subject to the following limitations:

Firstly, the text prompt does not provide effective guid-
ance for identifying ambiguous categories, as it lacks the
consideration of pathological prior knowledge. During in-
ference, they exploit lots of handcrafted text prompt tem-
plates (e.g., “An H&E image of a {class name}.”) by filling
in each template with the candidate category names. How-
ever, such a class-name-replacement text template only pro-
vides the class name as discriminative information, which
may be insufficient for accurate classification. Introduc-
ing visual descriptive texts can help the model focus on
diagnosis-related features and enhance its discriminative
ability in classes with subtle differences. For example,
both breast mucinous and tubular carcinoma manifest sim-
ilar glandular structures. However, each subtype possesses
unique features that can aid in their diagnosis. Specifically,
mucinous carcinoma is characterized by mucin production,
while tubular carcinoma forms small tubular structures.

Secondly, transferring the VLM-based model to the field
of pathology in a parameter-efficient way is challenging.
The current VLM-based methods [11, 22, 23] in pathology
heavily rely on a large number of pathological image-text
pairs, which are very time-consuming and laborious to col-
lect. Moreover, the pre-training process requires substan-

tial computational resources and time. VLM like CLIP [30]
has been pre-trained on over 400 million image-text pairs,
including medical images. It may be feasible to directly
apply the VLM to the field of pathology. However, given
the huge size and hierarchical context of WSI, how to ef-
ficiently transfer knowledge in the VLM to process WSI is
still challenging.

To address the above limitations, in this work, we pro-
pose a dual-scale vision-language multiple instance learn-
ing framework (named as ViLa-MIL) for whole slide image
classification. As shown in Figure 1(c), the core idea of
ViLa-MIL is to efficiently transfer the VLM to the pathol-
ogy domain by better harnessing the prior knowledge of
the routine pathological diagnosis. Firstly, we propose
a dual-scale visual descriptive text prompt to boost the
performance of VLM effectively. Inspired by the routine
diagnosis of pathologists, we construct our dual-scale vi-
sual descriptive text prompt, which corresponds to WSIs
at different resolutions, based on the frozen large language
model (LLM) [1]. Specifically, the low-scale visual descrip-
tive text prompt mainly focuses on the global tumor struc-
ture (e.g., glandular or papillary structure) presented in a
WSI of low magnification (i.e., low-resolution), while the
high-scale visual descriptive text prompt pays more atten-
tion to local finer details (e.g., clear cytoplasm and round
nuclei) on a high-resolution WSI. In this way, the text
prompt can guide the VLM to uncover more discriminative
diagnostic-related morphological patterns from the WSI.

Secondly, we propose two lightweight and trainable de-
coders for image and text branches, respectively, to adapt
the VLM for processing the WSI efficiently. Specifically,
for the image branch, to aggregate all the patch features, we
propose a prototype-guided patch decoder. For a WSI of
a specific magnification, a set of learnable prototype vec-
tors is introduced to progressively guide the fusion process
of patch features by grouping similar patch features into
the same prototype. In this way, each prototype captures
more global contextual information for final similarity cal-
culation. For the text branch, we propose a context-guided
text decoder. By introducing the multi-granular image con-
text (i.e., local patch features and global prototype features)
as the guidance, the pre-trained knowledge in the VLM text
encoder can be better utilized.

Thirdly, ViLa-MIL achieves the best results compared
with the current state-of-the-art MIL-based methods un-
der the few-shot settings. In the experiment, three multi-
caner and multi-center datasets are used. Specifically, ViLa-
MIL outperforms the state-of-the-art methods by 1.7-7.2%,
and 2.1-7.3% in area under the curve (AUC) and F1 score,
respectively. Additionally, a series of ablation studies and
parameter sensitivity analyses demonstrate the effectiveness
of each module within ViLa-MIL.
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2. Related Works
Multiple Instance Learning in WSI. Recently, MIL-based
methods [9, 10, 13, 15, 23, 24, 33, 43, 46] have become the
mainstream for processing the whole slide image in the field
of computational pathology. The whole process mainly in-
cludes three steps: 1) a series of patches are cropped from
the original WSI; 2) a pre-trained encoder is utilized to ex-
tract the patch features; 3) the patch features are aggregated
to generate the final slide features. Conventional hand-
crafted patch feature aggregators include non-parametric
max and mean pooling operators. Later, ABMIL [13] pro-
poses an attention-based aggregation function by learning
the weight for each patch through a parameterized neu-
ral network. CLAM [24] utilizes a pre-trained image en-
coder for patch feature extraction and proposes a multi-
branch pooling operator trained for weakly-supervised WSI
classification tasks. Based on CLAM, a series of methods
[15,23,33,43,46] have been proposed to explore how to ag-
gregate the patch features effectively. For example, DSMIL
[15] utilizes the multi-scale patch features as the input and
aggregates it in a dual-stream architecture. TransMIL [33]
explores both morphological and spatial relations through
several self-attention layers. GTMIL [46] adopts a graph-
based representation and vision Transformer for WSI. DT-
MIL [43] utilizes a double-tier MIL framework by intro-
ducing the concept of pseudo-bags. IBMIL [20] achieves
deconfounded bag-level prediction based on backdoor ad-
justment. Although these methods have achieved great suc-
cess in many pathological diagnostic tasks, they rely solely
on bag-level labels for training, thus requiring the model to
learn discriminative patterns from a large quantity of WSIs,
without fully utilizing pathological prior knowledge as the
guideline. In this work, our ViLa-MIL introduces the dual-
scale visual descriptive text prompt as the language prior to
guide the training of the model effectively.
Visual Language Models in WSI. The vision language
models, like CLIP [30] and FLIP [19], have shown remark-
able performance in a wide variety of visual recognition
tasks [7, 8, 14, 17, 21, 42]. CLIP-based methods utilize a
dual-tower structure, including an image encoder and a text
encoder, which are pre-trained on a large number of web-
source data by aligning the image-text pairs in the same
feature space. Leveraging a class-name-replacement (e.g.,
“an image of {class name}.”), CLIP classifies an image by
matching it to the candidate text prompt of the highest simi-
larity. In the field of pathology, several works (e.g., MI-Zero
[23] and PLIP [11]) have also been proposed by utilizing the
CLIP model. For example, MI-Zero [23] aligns image and
text models on pathological image patches by pre-training
on 33k image-caption pairs. Later, PLIP [11] builds a large
dataset of 208,414 pathological images paired with lan-
guage descriptions and utilizes this dataset to fine-tune the
CLIP model to the pathological field. QUILT [12] also fine-

tunes the CLIP model by creating over one million paired
image-text samples based on YouTube and some public
education resources. Although these works [11, 24, 45]
have demonstrated significant classification performance
and transferability in a new dataset, collecting a large num-
ber of image-text pairs is extremely time-consuming and
labor-intensive. In the natural image field, several meth-
ods, such as CoOp [48], CLIP-Adapter [6] and TaskRes
[42], have been proposed to transfer the CLIP model in a
parameter-efficient fine-tuning way. However, these meth-
ods [6, 7, 42, 48] fail to take into account the hierarchical
structure and large size of WSI, as well as the integration
of the pathological knowledge. Recently, TOP [29] pro-
poses a two-level prompt learning MIL framework, incor-
porating language prior knowledge. However, it still only
utilizes the single-scale patches and the text prompt features
are solely optimized based on the labels. In this work, we
utilize the frozen large language model to generate the dual-
scale visual descriptive text prompt, which aids the model
in transferring to the target dataset with the guidance of lim-
ited labeled data. Moreover, two lightweight and trainable
decoders are proposed, with one for the image branch and
the other for text, to transfer the VLM model to the field of
pathology efficiently.

3. Methodology

3.1. Revisiting CLIP

Many VLMs [17, 19, 30] have shown great performance
in various image classification tasks. In this work, we select
the CLIP model [30] as the baseline. Specifically, CLIP
adopts a two-tower model structure including an image en-
coder and a text encoder. For each image-text pair, the im-
age is fed into the image encoder EI(·) to generate its visual
features and the text features are generated by passing the
text to the text encoder ET (·). The contrastive loss pulls
close the image and its corresponding descriptions in a uni-
fied embedding space and pushes away the features of non-
paired images and texts. During inference, CLIP classifies
an image into C possible categories by calculating the sim-
ilarity between the image features and all the candidate text
features. Formally, let I denote the image and T denote
all the text templates (e.g., “an image of a {class name}”).
Given the image features x and text features {ti}Ci=1, the
predicted probability for class i is defined as

p(y = i|x) = exp(cos(x, ti))∑C
j=1 exp(cos(x, tj))

, (1)

where cos(·, ·) denotes the cosine similarity.

3.2. Dual-scale Visual Descriptive Text Prompt

To boost the CLIP model effectively, one of the most
important questions is how to construct a text prompt to
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Figure 2. Pipeline of the proposed ViLa-MIL framework. The input of ViLa-MIL is a Question and WSI. The question is passed through
a frozen large language model (LLM) to generate the dual-scale visual descriptive text prompt. The prototype-guided patch decoder is
introduced to progressively fuse the patch features into the slide features. The context-guided text decoder is introduced to refine the text
features further by utilizing the multi-granular image contexts.

describe the whole slide image. During the routine slide
reviewing process, pathologists typically start by examin-
ing the overall structure of tissues at a relatively low mag-
nification. Subsequently, they zoom in to a higher magni-
fication to check finer details or textures, such as the size
and shape of the nuclei. Combining this diagnostic prior
with the multi-scale characteristics of WSI, we propose our
dual-scale visual descriptive text prompt to guide the CLIP
model for WSI classification, as shown in Figure 2.

The specific dual-scale visual descriptive text prompt
generation process is as follows. A text question prompt is
first designed for the frozen large language model: “What
are the visually descriptive characteristics of {class name}
at low and high resolution in the whole slide image?” Tak-
ing the renal cancer subtyping task as an example, by re-
placing the class name with the specific categories (i.e.,
clear cell (CCRCC), papillary (PRCC), and chromophobe
renal cell carcinoma (CRCC)), the corresponding descrip-
tive text prompts can be generated automatically by the
LLM. For example, the low-scale text prompt of PRCC
mainly focuses on tissue structures present in a low-
resolution WSI, like “the papillary growth pattern” and
“well-circumscribed borders”. The high-scale text prompt
of PRCC mainly focuses on the details in a high-resolution
WSI, like “nuclei arranged in layers” and “heterogeneous
cytoplasm”. These dual-scale visual descriptive texts are
consistent with the daily practice of pathologists, which can

help the model distinguish subtle and fine-grained patholog-
ical morphological features and improve the model’s clas-
sification performance. To better transfer the CLIP knowl-
edge to the pathological field, inspired by the CoOp [48],
we also add M learnable vectors into the dual-scale text
prompts as the supplementary prompt. Formally, the dual-
scale visual descriptive text prompt is denoted as Tl and Th

for low and high scales, respectively, as follows:
Tl = [Vl]1[Vl]2...[Vl]M [Low-scale Text Prompt], (2)

Th = [Vh]1[Vh]2...[Vh]M [High-scale Text Prompt], (3)

where [V∗]i, i ∈ {1, ...,M} are the learnable vectors.

3.3. Prototype-guided Patch Decoder

To apply the CLIP model to process WSI efficiently,
another important question is how to aggregate a large
number of patch features. In the multiple instance learn-
ing (MIL) framework, a WSI W = {Wl,Wh} (where
Wl and Wh represent the original slides at low and high
magnification, respectively.) with hierarchical structure is
taken as a bag containing multiple instances as I = {Il ∈
RNl×N0×N0×3, Ih ∈ RNh×N0×N0×3} (where Nl and Nh

denote the number of low- and high-resolution patches, re-
spectively, and N0 is the patch size). Following the current
embedding-based MIL methods [13,24], a non-overlapping
sliding window method is utilized to crop patches I from
the WSI. Then, the frozen CLIP image encoder EI(·) is uti-
lized to map the patches I into a feature vector H = {Hl ∈
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RNl×d, Hh ∈ RNh×d} (where d is the feature dimension).
To efficiently aggregate a large number of patch features
into the final slide features for the calculation of similarity,
we design a prototype-guided patch decoder. As shown in
Figure 3(a), we randomly initialize a set of learnable pro-
totype features Pr ∈ RNp×d to guide the progressive fu-
sion of patch features Hl.1 Specifically, the defined proto-
types Pr and low-scale patch features Hl are first fed into
a prototype-guided attention layer, which is implemented
as a cross-attention layer. Formally, we take the prototypes
Pr as the query Ql, all the low-scale patch features Hl as
the key Kl and value Vl. The prototype-guided attention
between the prototypes and patch features is as follows:

Prl = Norm(Softmax(
QlK

⊤
l√
d

)Vl) + Pr, (4)

where Norm(·) denotes the layer normalization operator
and Softmax(·) is the activation function. By introducing
the guidance of learnable prototypes, the patches with high
semantic similarity will be grouped into the same prototype.
Compared with the local patches with the limited receptive
field, each prototype captures more global context informa-
tion. Finally, to obtain the final slide-level features Sl, we
utilize the attention-based feature fusion method:

Pr′l,i = WaPrl,i, (5)

Al,i =
exp{W⊤

b (tanh(WvPr′
⊤

l,i ))}∑Nl

j=1 exp{W⊤
b (tanh(WvPr′

⊤
l,j))}

, (6)

Sl = Wc

N∑
i=1

Al,iPr′l,i, (7)

where Wa, Wc, Wv are trainable weight matrices with the
same dimension of d×d; Wb ∈ Rd×1 is a trainable weight
matrix; tanh(·) is the activation function; and Al is the at-
tention map that assigns the weight of each prototype in
the final slide-level representation Sl. The high-scale slide-
level representation Sh can be generated in a similar way.

3.4. Context-guided Text Decoder

For the text branch, the low-scale visual descriptive text
prompt Tl is first fed into the frozen text encoder ET (·)
to generate the low-scale text features Dl. We leverage
the multi-granular visual contextual information (i.e., loca-
patch and global-prototype features) to further refine the
text features. By bridging the gap between the two modali-
ties, the model can achieve better alignment of images and
texts. As shown in Figure 3(b), a context-guided attention
layer is adopted to achieve this refinement process. Specif-
ically, the low-scale prototype features Prl and patch fea-
tures Hl are first concatenated together as the key Kt,l and
value Vt,l. The low-scale text features Dl are taken as the

1Without loss of generality, we take the low-scale (i.e., low-resolution)
patch feature fusion process as an example.

Figure 3. (a) Prototype-guided patch decoder; (b) Context-guided
text decoder.

query Qt,l. The context-guided attention is implemented
with a cross-attention layer in the following manner:

D′
l = Softmax(

Qt,lK
⊤
t,l√

d
)Vt,l +Dl. (8)

The updated high-scale text features D′
h of the text prompt

Th can be generated in a similar way.

3.5. Training Strategy

After obtaining the slide-level image features Sl, Sh and
refined text features D′

l, D
′
h for low and high scales, respec-

tively, we can calculate the similarity between slide and text
features of category i based on Eq. (1) as follows:

Pi =
∑

k={l,h}

αk ∗
exp(cos(Sk,i, D

′
k,i))∑C

j=1 exp(cos(Sk,i, D′
k,j))

, (9)

where αl and αh control the weight of each-scale similar-
ity. Finally, the whole model is trained end-to-end, and the
cross-entropy loss is formally defined as L = CE(P,GT ),
where CE(·, ·) denotes the cross entropy loss and GT rep-
resents the slide-level labels.

4. Experiments
4.1. Settings

Datasets. We evaluate our ViLa-MIL on three real-world
WSI subtyping datasets, namely TIHD-RCC, TCGA-RCC,
and TCGA-Lung,2 under the few-shot setting. Note that
TIHD-RCC is the in-house dataset collected by our team.
Each dataset is split into the training, validation, and test
sets with a ratio of 4:3:3. To build the few-shot setting, we
then randomly select 16 samples for each category in the
training set as training samples.
Implementation Details. The original WSI is processed
by Otsu’s binarization algorithm first to filter out all the
non-tissue regions. The stain of patches is pre-processed

2https://portal.gdc.cancer.gov.
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Dataset TIHD-RCC TCGA-RCC TCGA-Lung

Metric AUC F1 ACC AUC F1 ACC AUC F1 ACC

Max-pooling 52.5 ± 4.9 32.2 ± 3.5 37.5 ± 2.3 67.4 ± 4.9 46.7 ± 11.6 54.1 ± 4.8 53.0 ± 6.0 45.8 ± 8.9 53.3 ± 3.4
Mean-pooling 67.2 ± 4.6 42.4 ± 10.1 47.9 ± 3.9 83.3 ± 6.0 60.9 ± 8.5 62.3 ± 7.4 67.4 ± 7.2 61.1 ± 5.5 61.9 ± 5.5
ABMIL [13] 65.6 ± 9.6 46.9 ± 7.1 47.9 ± 6.7 83.6 ± 3.1 64.4 ± 4.2 65.7 ± 4.7 60.5 ± 15.9 56.8 ± 11.8 61.2 ± 6.1
CLAM-SB [24] 68.9 ± 14.4 50.5 ± 16.3 53.1 ± 13.8 90.1 ± 2.2 75.3 ± 7.4 77.6 ± 7.0 66.7 ± 13.6 59.9 ± 13.8 64.0 ± 7.7
CLAM-MB [24] 71.8 ± 9.8 54.8 ± 9.5 55.4 ± 10.2 90.9 ± 4.1 76.2 ± 4.4 78.6 ± 4.9 68.8 ± 12.5 60.3 ± 11.1 63.0 ± 9.3
TransMIL [33] 71.2 ± 4.2 53.9 ± 3.9 54.9 ± 4.1 89.4 ± 5.6 73.0 ± 7.8 75.3 ± 7.2 64.2 ± 8.5 57.5 ± 6.4 59.7 ± 5.4
DSMIL [15] 69.9 ± 9.4 49.9 ± 6.9 50.0 ± 7.4 87.6 ± 4.5 71.5 ± 6.6 72.8 ± 6.4 67.9 ± 8.0 61.0 ± 7.0 61.3 ± 7.0
GTMIL [46] 77.1 ± 3.5 61.4 ± 4.3 62.2 ± 4.3 88.1 ± 13.3 71.1 ± 15.7 76.1 ± 12.9 66.0 ± 15.3 61.1 ± 12.3 63.8 ± 9.9
DTMIL [43] 70.3 ± 10.3 55.6 ± 9.6 55.8 ± 9.9 90.0 ± 4.6 74.4 ± 5.3 76.8 ± 5.2 67.5 ± 10.3 57.3 ± 11.3 66.6 ± 7.5∗

IBMIL [20] 71.5 ± 6.3 57.2 ± 7.6 56.4 ± 4.8 90.5 ± 4.1 75.1 ± 5.2 77.2 ± 4.2 69.2 ± 7.4 57.4 ± 8.3 66.9 ± 6.5∗

ViLa-MIL Low 79.5 ± 3.6 61.2 ± 7.1 63.1 ± 3.0 90.9 ± 2.9 77.3 ± 4.0 79.5 ± 3.7 71.9 ± 6.2 64.1 ± 7.8 65.8 ± 5.8
ViLa-MIL High 83.0 ± 5.6 65.3 ± 6.4 66.2 ± 6.8 92.0 ± 1.3 77.8 ± 3.7 80.0 ± 3.0 72.3 ± 7.6 66.6 ± 6.5 66.9 ± 6.3
ViLa-MIL 84.3 ± 4.6 68.7 ± 7.3 68.8 ± 7.3 92.6 ± 3.0 78.3 ± 6.9 80.3 ± 6.2 74.7 ± 3.5 67.0 ± 4.9 67.7 ± 4.4

Table 1. Results (presented in %) on three datasets under the 16-shot setting. The top result is in bold, the second best result is underlined,
and the comparable performance is denoted by superscript * based on a paired t-test (p-value > 0.05).

with the z-score normalization. The cropped patch size is
256 × 256 pixels (i.e., N0 = 256). GPT-3.5 is taken as
the frozen large language model (LLM). ResNet-50 is taken
as the image encoder EI(·), and the corresponding CLIP
Transformer is used as the text encoder ET (·). The fea-
ture dimension d is 1024. The number of prototype vectors
Pr is 16 and the number of context tokens M is 16. The
regularization parameters αl and αh are both 1. The code
and datasets are available at https://github.com/
Jiangbo-Shi/ViLa-MIL.
Evaluation Metrics. The area under the curve (AUC)
score, F1 score (F1), and accuracy (ACC) are utilized as the
evaluation metrics in the experiment. We conduct the exper-
iment for each method five times. Specifically, for each run,
we randomly split the dataset according to the prescribed
proportion and then select 16 samples for each category in
the training set to train the model. The mean and standard
deviation values are calculated based on the five results. The
paired t-test as a statistical method is also adopted to deter-
mine whether the two paired results are comparable. When
the p-value is larger than 0.05, these two results are statisti-
cally comparable.

4.2. Comparisons with State-of-the-Art

We compare our ViLa-MIL with state-of-the-art patho-
logical image classification methods, including Max-
pooling, Mean-pooling, ABMIL [13], CLAM [24], Trans-
MIL [33], DSMIL [15], GTMIL [46], DTMIL [43], and
IBMIL [20]. DSMIL [15] and our ViLa-MIL utilize the
patches cropped from 5× and 10× slides. The other meth-
ods are single-scale approaches and use the patches cropped
from 10× slides. We also compare with two single-scale
variants of our method: ViLa-MIL Low, which utilizes
5× slide and low-scale text prompt, and ViLa-MIL High,
which utilizes the 10× slide and high-scale text prompt. All
the comparison methods utilize the ResNet50-based frozen
CLIP image encoder to extract the patch features to ensure
a fair comparison.

Figure 4. Slide-level feature clustering results of different methods
on the TCGA-RCC (top) and TCGA-Lung (bottom) datasets.

The experiment results are reported in Table 1. Com-
pared with baselines (i.e., ABMIL), our ViLa-MIL achieves
significant performance improvement across all metrics on
all three datasets. Moreover, compared with the current best
MIL-based methods, ViLa-MIL achieves an improvement
of 1.7-7.2% in AUC, 2.1-7.3% in F1, and 0.8-6.6% in ACC
across three datasets. Traditional MIL-based methods rely
on a large number of slides with bag-level labels to train the
model. This training paradigm is unable to learn discrim-
inative visual features under the few-shot setting. In this
work, even though the training data is limited, our ViLa-
MIL can still learn discriminative morphological patterns
from the WSI. Specifically, with the guidance of the visual
descriptive text prompt, the single-scale ViLa-MILs already
demonstrate promising performance, while the performance
is boosted further with the dual-scale text prompt and im-
age features. Moreover, the proposed two decoders trans-
fer the CLIP knowledge efficiently for the WSI subtyping
task, which further improves the model’s classification per-
formance.

In Figure 4, we visualize the slide-level feature cluster-
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Figure 5. Interpretability analysis (yellow for cancer) of several exemplars from the TIHD-RCC and TCGA-RCC datasets.

Setting TIHD → TCGA TCGA → TIHD

Metric AUC F1 ACC AUC F1 ACC

Mean 61.9±9.2 31.9±7.7 24.6±3.6 69.1±5.9 43.9±7.1 34.0±6.5
ABMIL 61.6±7.0 26.9±2.7 24.7±3.3 66.8±6.1 43.1±6.9 34.1±8.6
CLAM-MB 77.1±6.9 36.1±2.0 35.3±2.6 68.2±8.7 46.9±8.2 35.0±6.6
TransMIL 71.1±5.9 50.3±6.3 47.3±4.8 63.2±7.9 44.6±7.5 30.9±8.4
DSMIL 74.3±7.3 24.6±4.6 21.9±6.7 68.1±6.0 42.1±6.0 32.3±6.3
GTMIL 76.7±9.2 46.7±4.8 43.1±8.6 72.7±9.7 51.0±7.4∗ 37.4±5.7∗

DTMIL 77.9±5.6 30.0±6.8 30.9±5.7 69.8±8.3 38.0±6.6 35.4±7.0
IBMIL 78.2±4.7 37.0±6.5 36.9±4.6 70.1±7.4 47.0±6.4 35.5±7.2
ViLa-MIL 83.4±3.3 51.7±5.6 50.3±5.8 75.4±4.9 51.4±4.7 38.3±5.4

Table 2. Results (presented in %) of multi-center cross-evaluation
between TIHD-RCC and TCGA-RCC for renal cell carcinoma
subtyping under the 16-shot setting. The best result is in bold and
its comparable performance is denoted by superscript * based on
a paired t-text (p-value > 0.05).

ing results by t-SNE [39] on the validation sets of TCGA-
RCC and TCGA-Lung. Compared with the best MIL-based
methods, ViLa-MIL learns an embedding space that ex-
hibits a higher level of intra-class compactness and inter-
class separability, which further demonstrates its superior-
ity. In Figure 5, we also visualize qualitative prediction re-
sults for further comparison. Compared with several current
best methods, ViLa-MIL demonstrates better localization of
the cancer region.

4.3. Generalization on Domain Shift

To verify the generalization capabilities of ViLa-MIL,
we report the cross-evaluation results for renal cell carci-
noma between TIHD-RCC and TCGA-RCC. As shown in
Table 2, the first two columns denote the results of train-
ing on TIHD-RCC and validating on TCGA-RCC; the last
two columns show the results of exchanging the training
and validation datasets. Due to the differences in data dis-
tribution, the performance of all methods has decreased.
ViLa-MIL still achieves an improvement of 5.5% in the

AUC metric compared with the best baseline, indicating
its superior cross-domain adaptability and robustness. Al-
though the data distribution may vary across different in-
stitutions, the diagnostic criteria and visual description fea-
tures remain constant. Our dual-scale visual descriptive text
prompt contains comprehensive pathological diagnostic in-
formation, ensuring ViLa-MIL to have a better generaliza-
tion ability across multiple centers.

4.4. Ablation Studies

Effect of Each Module in ViLa-MIL. To evaluate the ef-
fect of each module in ViLa-MIL, we perform an abla-
tion study on the TIHD-RCC dataset under the 16-shot set-
ting. For more details on module ablation settings, please
refer to Supplementary Material. The experiment results
are reported in Table 3. Specifically, the first two rows are
the baseline results that utilize the single-scale text prompt
and attention-based patch aggregation method (i.e., ABMIL
[13]). After replacing the ABMIL [13] with our proposed
prototype-guided patch decoder (i.e., the third and fourth
rows), all three metrics have increased, which indicates that
our proposed patch decoder is more efficient in aggregat-
ing these large number of patch features by grouping simi-
lar patch features into the same prototype and progressively
generating the final slide features. After introducing our
dual-scale text prompt (i.e., the fifth row), we observe a sen-
sible improvement for all three metrics. This indicates that
our dual-scale visual descriptive text prompt can boost the
WSI classification performance by effectively utilizing the
complementary image features at multiple magnifications.
The last row is the results of our ViLa-MIL, by introducing
the context-guided text decoder. The model’s performance
also shows a certain amount of improvement, which denotes
that the multi-granular patch and prototype features can re-
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Method AUC F1 ACC

ABMIL + Low-scale 76.8 ± 3.1 57.2 ± 3.9 61.4 ± 2.8
ABMIL + High-scale 79.3 ± 3.2 62.7 ± 3.6 63.3 ± 3.1
Patch Decoder + Low-scale 79.4 ± 2.1 60.8 ± 5.1 62.8 ± 3.9
Patch Decoder + High-scale 82.9 ± 2.6 64.8 ± 5.1 65.6 ± 4.7
Patch Decoder + Dual-scale 83.6 ± 2.7 67.8 ± 4.5 68.3 ± 4.1
ViLa-MIL 84.3 ± 4.6 68.7 ± 7.3 68.8 ± 7.3

Table 3. Ablation experiment (presented in %) on the TIHD-RCC
dataset under 16-shot setting.

Metric AUC F1 ACC

Mean Pooling 80.8 ± 4.5 66.6 ± 5.2 67.6 ± 4.9
Attention-based Pooling 81.1 ± 2.9 62.9 ± 7.5 64.9 ± 4.4
Self-attention-based Pooling 80.1 ± 3.2 62.3 ± 4.2 62.8 ± 3.9
ViLa-MIL 84.3 ± 4.6 68.7 ± 7.3 68.8 ± 7.3

Table 4. Results (presented in %) of different patch feature aggre-
gation methods on the TIHD-RCC dataset under 16-shot setting.

fine the text features further.
Effect of Patch Aggregation. To verify the effect of patch
aggregation methods, we compare our prototype-guided
patch decoder with commonly used feature aggregation
methods (i.e., mean pooling, attention-based pooling, and
self-attention-based pooling). Specifically, we replace our
proposed patch decoder with these three methods, respec-
tively. As shown in Table 4, our decoder achieves the best
results under all three metrics on the TIHD-RCC dataset,
which means that our progressive aggregation method is
more effective by grouping similar patch features into the
same prototype, then fusing all the prototypes to generate
the final slide features.
Effect of Text Prompt. To verify the effect of differ-
ent text prompts, we compare three text prompts (i.e.,
“Class-name-replacement”, “Diagnostic Guidelines”, and
“Large Language Model”). Specifically, the “Class-name-
replacement” just replaces the class name in the text prompt
“A WSI of {class name}”; “Diagnostic Guideline” uti-
lizes the guideline of “WHO Classification of Tumours”
for each subtyping, which is also a handcrafted template
with clinical prior; “Large Language Model” adopts the
large language model (i.e., GPT-3.5) to generate a visual
descriptive text prompt but does not differentiate between
multi-scale visual features. As shown in Table 5, com-
pared with the “Class-name-replacement”, the “Diagnos-
tic Guideline” achieves better performance by introducing
more diagnostic-related texts. Our ViLa-MIL significantly
outperforms all the other methods, indicating its capability
to learn more discriminative visual features and improve the
model’s classification ability for challenging and ambigu-
ous samples.
Effect of Large Language Model. To verify the effect of
different large language models, we compare our adopted
GPT-3.5 with three current popular LLMs (i.e., PaLM-2 [3],
LLaMA-2 [38] and GPT-4 [28]). These LLMs utilize the
same question prompt to generate the dual-scale visual de-

Method AUC F1 ACC

Class-name-replacement 66.4 ± 2.5 40.0 ± 4.4 44.3 ± 3.0
Diagnostic Guideline 78.0 ± 2.8 59.5 ± 2.2 61.1 ± 1.2
Large Language Model 80.5 ± 1.5 63.3 ± 4.5 64.6 ± 4.8
ViLa-MIL 84.3 ± 4.6 68.7 ± 7.3 68.8 ± 7.3

Table 5. Results (presented in %) of different text prompts on the
TIHD-RCC dataset under 16-shot setting.

Method AUC F1 ACC

PaLM-2 [3] 83.5 ± 3.6 65.8 ± 3.6 66.3 ± 3.9
LLaMA-2 [38] 81.5 ± 3.3 66.2 ± 7.3 66.8 ± 3.5
GPT-3.5 [1] 84.3 ± 4.6 68.7 ± 7.3 68.8 ± 7.3
GPT-4 [28] 85.6 ± 2.5 68.0 ± 4.5 69.2 ± 4.8

Table 6. Results (presented in %) of different large language mod-
els on the TIHD-RCC dataset under 16-shot setting.

scriptive text prompt like GPT-3.5. The results are reported
in Table 6. All variants significantly outperform other base-
lines and superior performances have been achieved with
different LLMs, indicating high robustness of ViLa-MIL
to different kinds of frozen LLMs. Compared with GPT-
3.5, GPT-4 achieves superior performances on metrics of
AUC and ACC. This implies that the LLM with enhanced
language expression capabilities has the potential to further
improve the performance of ViLa-MIL.

5. Conclusion
In this work, we proposed a dual-scale vision-language

multiple instance learning framework (ViLa-MIL) for
whole slide image classification. Specifically, inspired
by the diagnostic process of pathologists, we utilized the
frozen LLM to generate dual-scale visual descriptive text
prompts, which correspond to the hierarchical image con-
texts in WSIs. To transfer the VLM to process the WSI
efficiently, a prototype-guided patch decoder was proposed
to progressively aggregate the patch features. A context-
guided text decoder was also proposed to refine the text
prompt features further by utilizing the multi-granular im-
age contexts. Extensive comparative and ablation experi-
ments on three cancer subtyping datasets demonstrated that
ViLa-MIL achieved state-of-the-art results for whole slide
image classification. We believe that this work will in-
spire further research by introducing language prior infor-
mation to efficiently transfer knowledge from large pre-
trained models to the field of pathology.
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