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Abstract

Referring expressions for visual objects often include de-
scriptions of relative spatial arrangements to other objects
– e.g. “to the right of” – that depend on the point of view
of the speaker. In 2D referring expression tasks, this view-
point is captured unambiguously in the image. However,
grounding expressions with such spatial language in 3D
without viewpoint annotations can be ambiguous. In this
paper, we investigate the significance of viewpoint infor-
mation in 3D visual grounding – introducing a model that
explicitly predicts the speaker’s viewpoint based on the re-
ferring expression and scene. We pretrain this model on
a synthetically generated dataset that provides viewpoint
annotations and then finetune on 3D referring expression
datasets. Further, we introduce an auxiliary uniform ob-
ject representation loss to encourage viewpoint invariance
in learned object representations. We find that our proposed
ViewPoint Prediction Network (VPP-Net) achieves state-of-
the-art performance on ScanRefer, SR3D, and NR3D – im-
proving Accuracy@0.25IoU by 1.06%, 0.60%, and 2.00%
respectively compared to prior work.

1. Introduction
Visual grounding of referring expressions requires algo-
rithms to reason about natural language object descriptions
to identify object referents in visual scenes. Naturally, de-
scribing relative spatial relations between objects is a com-
mon strategy when a speaker produces a referring expres-
sion – e.g., “The chair to the right of the couch.” As such,
many methods for visual grounding put algorithmic empha-
sis on handling these spatial relations [7, 18, 24, 34, 36].

However, these sorts of spatial relations depend upon the
point of view of the speaker. For instance, Fig. 1 depicts two
different viewpoints of the same 3D scene and notes that
these views produce contradictory referring expressions. In
2D visual grounding tasks, the point of view of the speaker
is typically also that of the image – introducing no ambigu-
ity into spatial reasoning. However, viewpoint annotations
are not typically captured for 3D visual grounding tasks that

Figure 1. Expressions referring to the same object from different
viewpoints can lead to contradictory spatial relations.

reason about whole scenes. As a result, identifying refer-
ent objects may be ambiguous if multiple object instances
align with the referring expression in differing views. More-
over, the lack of reliable grounding for spatial language may
simply make the reasoning task more difficult to learn even
when the referent is still uniquely identifiable.

Despite this, most of the recent work in 3D visual
grounding has not addressed the role of viewpoint in the
learning process [12, 17, 26, 35, 43, 46]. Those methods
that have attempted to consider the influence of viewpoint
have been hindered by the lack of viewpoint supervision
in existing datasets – instead relying on rendering multi-
ple views of a 3D scene and using attention mechanisms to
softly select between them [13, 16] in an end-to-end model.

In this work, we develop a straightforward approach to
viewpoint-aware visual grounding in 3D scenes – explicitly
predicting the speaker’s viewpoint and then transforming
the input accordingly. To support this direction, we create a
synthetic visual grounding dataset that provides annotations
to directly supervise viewpoint prediction. We propose a
novel framework called ViewPoint Prediction Net (VPP-
Net) to estimate the viewpoints of expression-pointcloud
pairs and rotate the 3D scenes accordingly before perform-
ing expression grounding. This model is first pre-trained on
the synthetic dataset and then fine-tuned on a combination
of the synthetic and target datasets. To our knowledge, this
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is the first work to introduce a supervised viewpoint estima-
tion model for 3D visual grounding tasks. In experiments on
three common 3D visual grounding datasets, this approach
paired with viewpoint-related auxiliary losses leads to im-
proved performance over prior art.
Contributions. Our contributions can be summarized as:
• We introduce viewpoint prediction as an auxiliary task in

the 3D visual grounding task and propose synthetic data
generation pipeline to provide viewpoint supervision.

• We propose VPP-Net – a novel model that learns view-
point prediction to transform 3D scenes to reduce ambi-
guity in spatial-relation grounding.

• We design a Uniform Object Representation auxiliary
loss that promotes viewpoint invariant feature learning.

• Combing these techniques, our proposed approach
achieves state-of-the-art performance on the ScanRe-
fer [5], SR3D [2], and NR3D [2] datasets.

2. Related Work
Relation-aware 2D Visual Grounding. The visual
grounding task has been extensively explored in 2D image
scenarios. The goal of a 2D visual grounding model is to
locate an object according to a given expression in a 2D im-
age. In recent work, the relationships between objects have
been identified as a crucial cue in complex environments.
Several works [7, 23, 24, 34, 42] have parsed referring ex-
pressions into phrases for better text understanding. Wang
et al. [34] proposed to align the generated visual graph with
the self-attend object and relation features using a graph
attention module. Liu [24] proposed to capture the visual
context from a set of coarse-level object proposals by recon-
structing the corresponding relations captured from the text.
Chen [7] et al. initialize a visual graph with proposed node
and edge transformers to learn the representations of objects
and relations. Besides explicitly encoding visual relations
in the model, relationships can also benefit models by con-
structing pseudo data [18, 36]. Wu et al. [36] proposed to
detect mismatched relations from synthetic data to evalu-
ate the ability of relation understanding of the model. Jiang
et.al. [18] introduce an automatic way to generate pseudo
visual grounding data for supervised training.
3D Visual Grounding. The first dataset for visual ground-
ing in 3D was introduced by Chen et al. [5] – presenting
the ScanRefer dataset consisting of 3D scenes and natu-
ral expression. Achlioptas et al. [2] propose two datasets
– the synthetic dataset SR3D and the human-annotated
NR3D. Further, they show that template-based synthetic
data can benefit the task when models are jointly trained
with naturally collected data. In standard approaches, a 3D
grounding model first encodes instructions and 3D scene
with pretrained text [10, 22, 31] and 3D visual [19, 27–
30, 40, 41] models. Then a multimodal module is proposed
to fuse the encoded features to estimate the location and

size of the grounded object. 3D-SPS [26] proposed a one-
stage method that estimates the location of objects from
the point cloud directly. In other works, 3D object detec-
tions [11, 19, 25, 33] are leveraged to provide an object-
focused candidate pool consisting of object-level features
and/or bounding boxes. BUTD-DETR [17] encodes ob-
ject bounding boxes as a reference and jointly trains on
object detection datasets as an auxiliary task. 2D images
[20, 21, 37–39] are also utilized to boost the performance
of 3D visual grounding. The model proposed in [5] encodes
2D images together with 3D scenes for a better 3D under-
standing. Likewise, Yang et al. [43] leverage 2D semantics
to assist 3D representation learning.

The viewpoint of the annotator is also a significant cue
for a better alignment between 3D scenes and referring ex-
pressions. Currently, only a few works focused on this as-
pect have been proposed. MVT [16] and ViewRefer [13]
rotate the 3D scenes in different angles and encode them to
multi-view representations without explicit supervision of
which viewpoint matches to the annotator. Compared with
previous work, we first provide a template-based synthetic
visual grounding dataset including location and perspective
supervision and then propose a supervised training method
for viewpoint estimation. We demonstrate this is be benefi-
cial for visual grounding performance.

3. Methods

We propose a straight-forward approach for learning to rea-
son about viewpoint in 3D referring expression grounding
– directly predicting a rotation and translation of the 3D
environment that aligns it with the assumed viewpoint of
the observer providing the referring expression. To accom-
plish this, we introduce a ViewPoint Prediction Network
(VPP-Net) – a model that performs 3D referring expres-
sion grounding while explicitly estimating the location and
heading of the observer. As existing datasets lack observer
viewpoint annotations, we develop a synthetic data gener-
ation pipeline to provide appropriate training supervision
for viewpoint-aware pretraining and then transfer the pre-
trained model to downstream tasks. Further, we introduce a
Uniform Object Representation (UOR) auxiliary loss to en-
sure object instances are represented consistently regardless
of viewpoint. We describe each component below.

3.1. Generating Synthetic Viewpoint Supervision

Our synthetic data generation pipeline operates in four
stages – for a given environment, we (1) sample a location
and heading for a virtual observer, (2) identify spatial re-
lationships between annotated objects in view, (3) generate
templated referring expressions accordingly, and then (4)
find other nearby viewpoints that could also have produced
this reference. The result is a tuple of the 3D environment,
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referring expression, and valid viewpoint map which we can
use for training viewpoint prediction.

Input Scenes. We utilize 3D scenes from the ScanNet [9]
dataset which are annotated with detected object bounding
boxes. For a given scene, we denote bounding box as a set
B, their centroids as a set of homogenous XYZ-coordinates
C = {c0, c1, . . . , cn | ci = (xi, yi, zi, 1)}, and the corre-
sponding object category labels Yo.

Viewpoint Sampling. Regardless of scene size, we split
the horizontal (XY) plane into a 10×10 grid and uniformly
sample a 2D (x, y) translation from the grid. Likewise, we
sample a rotation θ about the vertical axis by randomly se-
lecting a 10◦ increment between 0◦ and 360◦.

Identifying Spatial Relationships. We apply the sampled
translation and rotation to the scene by computing updated
bounding box centers. With the affine transformation

M(θ, x, y) =


cos θ − sin θ 0 −x
sin θ cos θ 0 −y
0 0 1 0
0 0 0 1

 , (1)

we update the bounding box centroids as c′i =
ciM(θ, x, y)T . The effect of this operation is to align the
observer’s relative spatial terms (e.g. left/right) to the XYZ
axes. To detect potential spatial relations between a pair of
objects oi and oj , we compute the vector rij = c′i − c′j to
represent their relative position. We take a set of four unit
direction vectors as {dfront, dback, dleft, dright} and com-
pute the cosine similarities between dk and rij

si,j,k =
rijdk

||rij || × ||dk||
. (2)

We consider a spatial relation k to be valid if si,j,k > 0.3.
For above and below relations, we instead consider the
heights and overlap of the bounding boxes. From all valid
tuples, we select a random subset as the relation tuple set R.
We note that this process does not consider the “visibility”
of objects from the observer location.

Expression Generation. Given R and object category an-
notations, we can produce a set of object referring expres-
sions. For each object mentioned as part of a relation in
R, we randomly sample up to four valid relations and con-
vert each into simple templated text. For example, the tuple
(“chair”, “left”, “bed”) is converted to a string like “The
chair is to the left of the bed.” These are then concatenated
to form a multi-sentence referring expression for the object.

Viewpoint Supervision. For a viewpoint (x, y, θ) and re-
ferring expression To, we provide viewpoint supervision de-
composed into location and heading prediction. In most
cases, the randomly selected viewpoint is not the only one
for which the referring expression would be valid – small

shifts in either location or perspective may not change the
relationship between observed objects. For perspective, we
produce a binary vector YPer with 36 entries where YPer[k]
is 1 if the referring expression To is valid from viewpoint
(x, y, k ∗ 10◦). For location, we produce a 10 × 10 binary
matrix YLoc where YPer[i, j] is 1 if the referring expres-
sion To is valid from viewpoint (i, j, θ). For both, we check
validity by repeating the spatial relationship tests described
earlier from the new viewpoint. We note that this approach
considers only a subset of all possible viewpoints and as-
sumes that perspectives valid at (x, y) are also valid for any
point (i, j) for which the original perspective was valid.

3.2. Viewpoint-Aware 3D Grounding Network

As outlined in Fig. 2, our ViewPoint Prediction Network
(VPP-Net) approach consists of a multimodal encoder-
decoder architecture. After encoding the referring expres-
sion and scene, we predict the location and perspective of
the observer. The encoded features and transformed can-
didate bounding boxes and XYZ point positions are then
passed to a decoding model which ranks the candidates.

VPP-Net Backbone Architecture. Our method is based on
BUTD-DETR [17]. We review its construction here.

Input Encoding. An RGBXYZ point cloud representing the
3D scene is encoded with a pretrained PointNet++ [29], pro-
ducing np point features evision ∈ Rnp×d and the corre-
sponding XYZ points p ∈ Rnp×3. Referring expressions
are encoded with a pre-trained RoBerta [22] model into a
sequence of text embeddings etext ∈ R|T |×d, where |T | is
the token length.

Multimodal Encoder. The multimodal encoder consists of
N layers of attention-based modules. Initializing visual fea-
tures f

(0)
v and textual features f

(0)
t with evision and etext

respectively, each layer i computes update representations
by applying per-modality self attention followed by cross-
modality attention as below:

f(i+1)
v , f(i+1)

t = fCross-Att
(
fSelf-Att(f(i)v ), fSelf-Att(f

(i)
t )

)
. (3)

We denote the final layer outputs as f (N)
t and f

(N)
v .

Object Decoder. Between the encoder and decoder, the
visual features f(N)

v are passed through as small MLP to
produce scores for each visual input that are then passed
through a softmax. The top-K scoring transformed features
are retained as object queries f̂ . The object decoder is an N-
layer transformer-based module. The decoder takes f̂ , f (N)

t ,
f
(N)
v , hierarchical points cv and detected bounding boxes
Bo as input to predict r, fo, fl, fs:

r, fo, fl, fs = fDec(f̂ , ft, fv, cv,Bo), (4)

where r ∈ Rnp×1 is the object-expression matching score;
fo ∈ Rnp×D are object features; and fl, fs ∈ Rnp×3 are
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Figure 2. An overview of our ViewPoint Predictor Network (VPP-Net) approach. (Left) Our model builds on the encoder-decoder structure
of [17], but modifies the encoder to explicitly predict location and perspective of the observer. The decoder then processes appropriately
transformed inputs to rank candidate bounding boxes. (Right) Our encoder model updates features of location and perspective at each layer
that are supervised to predict viewpoints where the referring expression is valid.

the location and size of objects. The object with the highest
ri is chosen and its corresponding fl,i and fs,i are used to
compute the bounding box for the object reference.

Adding Viewpoint Prediction. As shown in Fig. 2, our
approach extends this architecture in two ways – by modi-
fying the encoder to enable location / perspective prediction
and by using these predictions to transform bounding boxes
B and point coordinates p prior to invoking the decoder.

We add two transformer-based predictors into each mul-
timodal encoder layer shown in Fig. 2 (right). As both per-
spective and location features are updated in the same fash-
ion, we write the update steps below for location only:

f
(i)
loc,v = fAttn(f

(i−1)
loc,t , f (i)v , f (i)v ), (5)

f
(i)
loc,t = fAttn(f

(i)
loc,v, f

(i)
t , f

(i)
t ), (6)

where fAttn(·, ·, ·) denotes multi-head attention with key,
query, and value arguments. The location feature is up-
dated each layer by querying visual features and then query-
ing textual features. We initialize the perspective and loca-
tion features f (0)per,t with learnable embeddings eper and f

(0)
loc,t

with eloc – a linear mapping of viewpoint (x, y). Denote the
final representations as f (N)

per,t and f
(N)
loc,t.

We predict a distribution over locations and perspective
from each layer’s location and perspective features respec-
tively using a learned linear layer. We denote our predic-
tions over locations and perspective respectively as

P (loc | f (i)loc,m) = Softmax(Wlocf
(i)
loc,m + bloc) (7)

P (per | f (i)per,m) = Softmax(Wlocf
(i)
per,m + bper) (8)

where m ∈ {v, t}. We supervise each of these predic-
tions with synthetic viewpoint supervision using an aver-
aged cross-entropy loss – denoting it as

La,m = CE(Ya, Pi(a|m)) (9)

where a ∈ {per, loc} and Ya as defined in Sec. 3.1.

Object Decoder with Affine Transformation. After en-
coding the input, we take the highest probability loca-
tion (x̂, ŷ) and perspective θ̂ predictions generated from
f
(N)
loc,t and f

(N)
per,t as an estimate of the observers viewpoint.

Given these, we apply the corresponding affine transform
M(θ̂, x̂, ŷ) to the point locations p and bounding boxes B –
denoting the transformed versions as p′ and B′ respectively.
These transformed versions along with the other features
are then passed to the decoder as in Eq. 4. After the de-
coder predicts a bounding box location f ′l and size f ′s in this
transformed coordinate system, we transform the prediction
back to the original scene using the inverse of M(θ̂, x̂, ŷ).

3.3. Encouraging Uniform Object Representation

An object can be described differently in different view-
points – potentially causing our model’s representation of
the same object to be quite different from different view-
points. To encourage our model to be more robust to these
difference, we add an auxiliary loss that encourages the de-
coder output fo for object o to be consistent across view-
points. To do this, we introduce a set of instance-wise learn-
able vectors U = {u0, u1, . . . }. We refer to these as uni-
form object representations. For a training sample whose
target is o, we concatenate the predicted object features fo
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and final perspective embeddings f (N)
per,t to estimate the uni-

form object representation uo with a linear layer. The loss
is computed between the predicted representation and uo:

Ll1 = || tanh(Wfuse[fo, f
(N)
per,t] + bfuse)− uo||1 (10)

This encourages representation to be predictable from ob-
ject features and viewpoint information – intuitively, pre-
dicting an object instance’s identity from its observation at
a specific viewpoint. Note that these learnable vectors are
not used at inference time.

Further, we also use fo and uo to classify the object’s
class to encourage semantic consistency. For both fo and
uo, we make a prediction over the object class and compute
a Cross-Entropy loss:

Lcls = CE(Yo,Softmax(Wsemϕ+ bsem)), (11)

where ϕ ∈ {fo, uo} and Yo is the object’s class.

3.4. Model Training

The overall training loss is a weight sum of our location
and perspective supervision loss Li,a,m, the uniform object
representation loss Ll1, the object classification loss Lcls,
and the grounding loss Lgr proposed in BUTD-DETR [17]:

L = α1

∑
a,m

La,m + α2Ll1 + α3Lcls + α4Lgr (12)

where the coefficients α’s are hyperparameters. Addition-
ally, we find two additional techniques to be useful.

Synthetic Training Curriculum. While training on the
synthetic data for viewpoint supervision, we apply a fil-
tering mechanism on visual features f

(0)
v that reduces the

task complexity of early training examples. We retain all
points (and associated features) that occur within the bound-
ing box of an object mentioned in the referring expression.
For points outside these boxes, we drop the point with prob-
ability pdrop. At the start of training, we set pdrop = 1 – ef-
fectively removing the background and other objects from
the scene. As training progresses, we anneal pdrop to 0 such
that whole scenes are observed.

Viewpoint Data Augmentation. During both synthetic
training and finetuning, we apply a viewpoint-based aug-
mentation scheme. After running an example through our
model, we retain the predicted affine transformation M0.
We then rotate the scene’s pointcloud and supervision by
M0 to create a viewpoint augmented sample. We then run
the model again with this sample.

4. Experiments and Results
To study the effectiveness of our proposed VPP-Net, we
conduct experiments on three existing 3D visual grounding
datasets – ScanRefer [5], SR3D [2], and NR3D [2].

4.1. Datasets and Experimental Settings

Datasets. We evaluate on ScanRefer, SR3D, and NR3D
which we describe below: ScanRefer. The ScanRefer

dataset is built on 800 3D scenes collected from ScanNet.
The 3D scenes are labeled with about 51,000 natural expres-
sions and 11,000 objects. The labeled natural expressions
have different types of phrases, including intra/inter-class
spatial relations and comparatives/superlatives. The dataset
also provides real images of the scene, which are used to
enhance the grounding performance in some methods. We
use the official splits provided by ScanRefer to train and
evaluate our model.

SR3D and NR3D. SR3D and NR3D are two datasets based
on the ScanNet scenes proposed by Achlioptas et al. [2].
SR3D consists of 83K expressions generated by a template-
based text generator. The expressions contain five types
of spatial object-to-object relations: Horizontal/Vertical
Proximity, Between, Allocentric, and Support, taking up
81.37%, 3.80%, 1.79%, 4.50%, and 8.54% separately of all
expressions. NR3D is a 3D visual grounding dataset with
human-annotated expressions similar to ScanRefer. It con-
sists of 41.5K human-annotated expressions and distractors
collected through a “player-listener” game. Note that both
SR3D and NR3D provide ground-truth bounding boxes for
all candidate objects, unlike ScanRefer.

Experimental Settings. We evaluate our proposed VPP-
Net on these datasets and report results in Tables 1 and 2.
For ScanRefer, we report the top-1 accuracy when IoU is
larger than 0.25 and 0.5 in “Unique”, “Multi” and “Overall”
cases. “Unique” vs “Multi” indicate whether distractors ex-
ist. “Modality” shows whether a method gets benefit from
2D images, with “3D” meaning the model only takes the
3D point cloud and “3D+2D” indicating that 2D images are
also used. For SR3D and NR3D, following the experiment
setting of EDA, we report Acc@0.25IoU.

4.2. Implementation Details

Synthetic data. We select 557 and 140 scenes from Scan-
Net to build the train and validation set of synthetic datasets.
With the proposed synthetic viewpoint supervision mecha-
nism, we repeat the generation process 75 times for each
scene to generate the synthetic dataset – resulting in 36117
training and 9167 validation samples.

Model configuration. VPP-Net contains a 6-layer encoder
and decoder. The learning rate of for the PointNet++ and
Roberta is 2e−3. The learning rate of other modules is 2e−4.
We first pre-train the model on the synthetic dataset to learn
the viewpoint estimation for 150 epochs. Then we fine-
tune using a combination of synthetic and the downstream
dataset (Scanrefer/NR3D/SR3D) for another 150 epochs.
We apply the point dropout mechanism on the synthetic
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Unique(%) Multi(%) Overall(%)
Method Modality Acc@0.25 Acc@0.50 Acc@0.25 Acc@0.50 Acc@0.25 Acc@0.50

ScanRefer [5] 2+3D 76.33 53.51 32.73 21.11 41.19 27.40
ReferIt3D [2] 3D 53.8 37.5 21.0 12.8 26.4 16.9
TGNN [15] 3D 68.61 56.80 29.84 23.18 37.37 29.70

InstanceRefer [44] 3D 77.45 66.83 31.27 24.77 40.23 32.93
SAT [43] 2+3D 73.21 50.83 37.64 25.16 44.54 30.14

FFL-3DOG [12] 3D 78.80 67.94 35.19 25.70 41.33 34.01
3DVG-Transformer [46] 2+3D 81.93 60.64 39.30 28.42 47.57 34.67

3D-SPS [26] 2+3D 84.12 66.72 40.32 29.82 48.82 36.98
3DJCG [4] 2+3D 83.47 64.34 41.39 30.82 49.56 37.33
D3Net [6] 3D+2D - 70.35 - 30.50 - 37.87

UniT3D [8] 3D+2D 82.75 73.14 36.36 31.05 45.27 39.14

B
U

T
D

-
B

as
ed BUTD-DETR [17] 3D 84.2 66.3 46.6 35.1 52.2 39.8

EDA [35] 3D 85.76 68.57 49.13 37.64 54.59 42.26

M
ul

ti-
V

ie
w

M3DRef-CLIP [45] 3D+2D 85.3 77.2 43.8 36.8 51.9 44.7
MVT [16] 3D+2D - - 31.46 24.85 39.95 32.28

ViewRefer [13] 3D+2D - - 33.08 26.50 41.30 33.66

VPP-Net (Ours) 3D 86.05 67.09 50.32 39.03 55.65 43.29

Table 1. 3D visual grounding results on ScanRefer. Acc@0.25/0.5 means top-1 accuracy when IoU is larger than 0.25/0.5 – higher is
better. We group BUTD-Based and Multi-View methods for ease of comparison. BUTD-based use the same backbone of our model. The
Multi-View methods all explored notions of viewpoint or 2D image rendering in 3D visual grounding. The state-of-the-art methods are
bold and the second best performance is underlined in the table.

data in both the pre-training and finetuning processes. The
dropout rate pdrop is kept at 1 in the first 40 epochs then
decreases to 0 linearly in the following 70 epochs.

Bounding boxes. Bounding boxes B are a required in-
put for the decoder. In ScanRefer, no ground-truth object
boundary box are provided. Thus we use GroupFree [25] to
detect a set of bounding boxes Bd, which Bd ∈ Rm×8×3.
Following the experiment setting of EDA [35] and BUTD-
DETR [17], in SR3D and NR3D, the model takes the
ground-truth boundary boxes to replace the detected ones
as the input of the decoder.

4.3. 3D Visual Grounding Results

Analysis of ScanRefer Results. Our experimental results
on ScanRefer are shown in Table 1. VPP-Net achieves state-
of-the-art performance in terms of Acc@0.25 of “Over-
all”and “Unique”, surpassing EDA by 1.06% and 0.29%
respectively. An improvement of 1.19% and 1.29% can be
observed at “Multi” cases to 50.32% and 39.03% separately.
The “Multi” cases are more challenging than “Unique”
cases generally because of the existence of distractors. This
suggests that the 3D scene transformed with the predicted
viewpoint provides less ambiguous spatial relations with
which to reason about distractors.

Among the listed methods, we draw attention to “BUTD-

Based” and “Multi-View” models in the table – BUTD-
DETR [17], EDA [35], M3DRef-CLIP [45], MVT [16],
and ViewRefer [13]. BUTD-based models leverage the
same BUTD-DETR backbone we build on. Compared with
BUTD-DETR, our proposed VVP-Net has a large margin
of improvement across all evaluation metrics. Compared
to EDA, we can still observe an improvement of around
1.04% and 1.39% in “Overall” and “Multi”. Multi-View
models involve multi-view scenes or images that are related
to our method. VPP-Net outperforms MVT and ViewRe-
fer across all metrics. Compared with M3DRef-CLIP, our
model achieves comparable but less competitive perfor-
mance in Acc@0.5 of “Unique” and Acc@0.5 of “Overall”,
while achieving better performance in all other cases, espe-
cially, the Acc@0.5 of “Multi” which is more challenging.
We hypothesize this is due to the multi-view images ren-
dered of object candidates used in M3DRef-CLIP. Multi-
view rendered images provide detailed information about
an object, allowing the model localize the object more ac-
curately. The multi-view images focus on single objects and
do not provide much benefit in the “Multi” case, since the
model can be fooled by multiple objects with similar 2D
visual attributes in a scene. Thus, we can observe a larger
margin of Acc@0.5 of “Multi” between C3DRef-CLIP and
ours (improved by +2.23%).
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Method Modality SR3D NR3D

ReferIt3D [2] 3D 39.8 35.6
TGNN [15] 3D 45.0 37.3

TransRefer3D [14] 3D 57.4 42.1
InstanceRefer [44] 3D 48.0 38.8

3DVG-Transfor [46] 3D 51.4 40.8
FFL-3DOG [12] 3D - 41.7

SAT [43] 3D+2D 57.9 49.2
3DReferTrans [1] 3D 47.0 39.0

LanguageRefer [32] 3D 56.0 43.9
3D-SPS [26] 3D+2D 62.6 51.5

B
U

T
D

-b
as

ed EDA [35] 3D 68.1 52.1
BUTD-DETR [17] 3D 67.1 54.9

M
ul

ti
V

ie
w M3DRef-CLIP [45] 3D+2D - 49.4

LAR [3] 3D 59.6 48.9

VPP-Net(Ours) 3D 68.7 56.9

Table 2. Result of SR3D and NR3D datasets. We report
Acc@0.25IoU as the evaluation metric. Best and 2nd best results
are denoted in bold or underlined.

Analysis of SR3D & NR3D Results. We report results for
SR3D and NR3D datasets in Table 2. Compared with ex-
isting methods, VPP-Net achieves state-of-the-art on both.
Our observed improvement on NR3D (+2.00%) is larger
than we see in SR3D (0.6%). We argue that this may be
because there is a large domain gap between SR3D and
our synthetic dataset. To show the domain gap, we count
the frequency of spatial-relation words in SR3D, NR3D,
ScanRefer, and our synthetic dataset in Table 4. We find
an obvious gap: proximity relations – “Closest/Farthest”
– dominate in SR3D, while relative spatial relations –
“Front/Behind” and “Left/Right” – are more prominent in
the human-annotated NR3D and ScanRefer datasets as well
as our synthetic dataset. Despite this, VPP-Net still boosts
BUTD-DETR performance on SR3D (+1.6%).

To explicitly evaluate the efficiency of VPP-Net on
viewpoint-dependent samples, we report results on view de-
pendent / independent (dep./indep.) subsets of NR3D in Ta-
ble 3. We see large gains over our backbone Butd-Detr for
view dep. cases (46 vs. 52.4%) while achieving a similar re-
sult in view indep. case (58 vs. 58.6%). In contrast, EDA’s
improvement for view dependent cases is smaller and re-
sults in performance loss on view independent cases.

4.4. Ablation Study

We report an ablation study of our method on ScanRefer in
Table 5. We remove different modules, auxiliary losses, or
training procedures from our approach to show their contri-

Model View Dep. View Indep.
Butd-Detr [17] 46.0% 58.0%
EDA [31] 50.2 % 53.1%

VPPNet (ours) 52.4 % 58.6%

Table 3. Results of Acc@0.25 on View Dep/Indep-endent cases of
NR3D dataset.

Synthetic(%) Natural(%)
Relation SR3D Ours NR3D ScanRefer

Left/Right 8.92 44.58 36.00 55.66
Front/Behind 2.57 50.08 19.39 20.11
Above/Under 3.81 5.34 14.19 13.09

Between 8.54 0.00 3.21 6.77
Closest/Farthest 81.38 0.00 31.21 4.38

Table 4. Normalized frequency of spatial relation words across
datasets. We find SR3D has significantly fewer relative spatial
relations than our synthetic datasets or either human-collected
datasets on which we evaluate.

Synthetic
Pretraining

Viewpoint
Prediction

Uniform
Obj. Rep.

Curriculum
Filtering

Viewpoint
Data Aug. Acc@0.25 Acc@0.50

0* - - - - - 52.1 39.8
1 - - ✓ ✓ - 51.7 38.9
2 ✓ ✓ - ✓ ✓ 53.78 38.98
3 ✓ ✓ ✓ - ✓ 51.52 38.45
4 ✓ ✓ ✓ ✓ - 53.78 40.41
5 - ✓ ✓ ✓ ✓ 49.23 33.67
6 ✓ ✓ ✓ ✓ ✓ 55.65 43.29

Table 5. Ablation of our model components, auxiliary losses, and
training methods on the ScanRefer dataset – checkmarks denote
the corresponding item is active. Rows are numbered.

bution. Note that row “0*” without any of our modifications
is equivalent to BUTD-DETR. When viewpoint prediction
is disabled (row 1), we also disable the modules that rely on
it – pretraining and viewpoint data augmentation.

We find that removing the viewpoint prediction and data
augmentation (row 1), or the curriculum filtering during
pretraining (row 3) results in performance similar to the
baseline. These correspond to models that either do not use
viewpoint prediction (row 1) or learn viewpoint prediction
poorly (row 3) – suggesting the importance of viewpoint
in 3D visual grounding. We also note that directly jointly
training VPP-Net without first developing a strong view-
point prediction capability during pretraining (row 5) yields
worse results than not considering viewpoint at all. Remov-
ing either the uniform object representation loss (row 2) or
the viewpoint data augmentation (row 4) yields degraded
performance compared with the whole model (row 6). Both
are designed to improve learned representations and we see
they have a positive effect in these experiments.
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Figure 3. Example VPP-Net results. The first row shows successful examples where both viewpoint prediction and visual grounding
are correct. The second row shows failed samples. The first two predict incorrect viewpoints but still succeed in visual grounding. The
predicted observer position (red dot) and facing direction (facing away from the green arrow) are shown in 3D and a top-down view (top
right corner). We zoom up on the target region in example (7) within the red circle to provide better visualization.

4.5. Qualitative Examples

We depict the quantitative results of VPP-Net in Fig. 3. In
the figure, we list 8 examples of which four are successful
(top row) and four are not (bottom row). In each example,
the red dot represents the predicted location and the green
and blue arrows represent the “behind” and “right” direction
predicted in the model such that the predicted observer is
facing away from the green arrow. The ground truth bound-
ing boxes and target words are noted with green and the
mentioned objects are noted with red. We also provide the
predicted object bounding box in the image, shown in blue.
The spatial relations are noted with blue in the text. The
successful examples show that with an accurate viewpoint
prediction, the expression can better match the 3D scene,
resulting in more accurate groundings. Failed examples (5)
and (6) are successful at grounding despite having failed
to predict valid viewpoints. Both contain ambiguous ele-
ments in text or image, i.e. the expression “walk thru the
door on the right” in example (5) and the distorted door
(blob on bottom left of the scene) in example (6). Examples
(7) and (8) predict valid viewpoints but produce incorrect
visual groundings. The predicted bounding box in exam-
ple (7) covers a certain region of the ground truth and in-
volved patch contains similar visual attributes (white). In
example (8), both ground truth and prediction are on the
left of the viewpoint, matching the expression. However,

the model failed to understand the horizontal proximity (far-
thest), leading to a incorrect grounding.

5. Conclusion

In conclusion, we have proposed a Viewpoint Predic-
tion Network (VPP-Net) for 3D visual grounding tasks.
Our model addresses the critical challenge of viewpoint-
dependent ambiguity in 3D visual grounding. Specifically,
we first introduce a synthetic dataset and then use it to
train a 3D visual grounding model that can better disam-
biguate referring expressions by explicitly predicting poten-
tial viewpoints. Further, we design a uniform object rep-
resentation auxiliary loss and viewpoint data augmentation
scheme that further improve the performance of our model.
Experiments on the ScanRefer, SR3D, and NR3D demon-
strate the effectiveness of our proposed methods.

Limitations. The synthetic datasets we generate are highly
dependent on the templated referring expressions, which
limits their diversity and realism. Future works should in-
clude strategies to generate more diverse datasets or col-
lect human-generated referring expressions with annotated
viewpoints to further improve.
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