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Abstract

Existing text-to-image generative models reflect or even
amplify societal biases ingrained in their training data.
This is especially concerning for human image genera-
tion where models are biased against certain demographic
groups. Existing attempts to rectify this issue are hindered
by the inherent limitations of the pre-trained models and
fail to substantially improve demographic diversity. In this
work, we introduce Fair Retrieval Augmented Generation
(FairRAG), a novel framework that conditions pre-trained
generative models on reference images retrieved from an ex-
ternal image database to improve fairness in human gener-
ation. FairRAG enables conditioning through a lightweight
linear module that projects reference images into the tex-
tual space. To enhance fairness, FairRAG applies simple-
yet-effective debiasing strategies, providing images from di-
verse demographic groups during the generative process.
Extensive experiments demonstrate that FairRAG outper-
forms existing methods in terms of demographic diversity,
image-text alignment and image fidelity while incurring
minimal computational overhead during inference.

1. Introduction

Generative artificial intelligence has witnessed rapid growth
and adoption in a short span of time. In particular, diffusion-
based text-to-image models are able to produce high-
quality, photo-realistic images from textual prompts [11, 31,
32, 35] and are thus increasingly being integrated into prac-
tical applications [16, 27]. However, this growing adoption
also underscores the need to investigate and address fair-
ness concerns. Specifically, text-to-image generation sys-
tems tend to mirror or even amplify societal biases in their
training data, which is especially evident in human image
generation [2, 25, 29]. They exhibit biases against spe-
cific demographic groups in terms of age, gender and skin
tone. For example, Stable Diffusion [32] produces individu-
als with darker skin tones when prompted for workers from

*Work done during an internship at AWS AI Labs.

Stable Diffusion (SDv2.1):

Prompt: Photo of a doctor
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Figure 1. The proposed (FairRAG) framework improves demo-
graphic diversity (fairness in image generation) by conditioning
generative models on external human reference images. As de-
fined in Eq. 3, the diversity metric measures representation from
different age, gender and skin tone groups.

lower-paying occupations [28]. These tendencies result in
adverse outcomes and diverge from the goals of equitable
representation. There are some attempts to address this is-
sue [2, 10], however, they do not adequately mitigate the
dataset biases ingrained within the pre-trained models.

To address this, we introduce Fair Retrieval Augmented
Generation (FairRAG), which harnesses an external data

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

11996



source consisting of real human images from diverse age,
gender, and skin tone groups to improve fairness. The Fair-
RAG framework allows us to fix bias without the costly
processes of fixing pre-training data or re-training back-
bone. Additionally, by expanding the external dataset, it can
easily generalize to newer concepts, making it an extensi-
ble framework. FairRAG utilizes lightweight, yet effective
mechanisms to improve fairness. First, FairRAG requires
a way to condition the generative model on reference im-
ages. For this, we train a single linear layer that projects
reference images into textual space to condition a frozen
backbone. This circumvents the computational overhead in
existing conditioning approaches, which either re-train the
model [4, 7] or require test-time parameter tuning [12]. At
inference, directly retrieving and conditioning on a set of
images with the highest similarity score for a text prompt
does not improve fairness because biases exist in the exter-
nal database too. To address this, FairRAG consists of a
fair retrieval system that utilizes efficient, post-hoc debias-
ing strategies to sample from diverse demographic groups.
Compared to previous approaches [2, 10] that fully rely
on internal knowledge in the models, which can be biased,
FairRAG is more steerable, explainable, and transparent in
controlling demographic distributions for image generation.

We compare FairRAG against multiple methods in terms
of the demographic diversity metric (cf . Eq. (3)), which as-
signs higher scores for fairer demographic representations.
Compared to the best non-RAG method, FairRAG improves
the diversity metric from 0.341 to 0.438. We also observe
improvements in image-text alignment (CLIP score [30]):
0.144 to 0.146 and image fidelity (FID [14]): 74.1 to 51.8.

The contributions of this paper are as follows.
• We propose FairRAG, a novel framework to improve de-

mographic diversity in human generation by leveraging
reference images drawn from external sources.

• FairRAG employs lightweight conditioning and fairness-
enhanced retrieval mechanisms that require minimal com-
putational overhead.

• Experimental results show improvements over existing
methods in terms of diversity, alignment and fidelity.

2. Related Works
Societal Biases in Diffusion Models. Diffusion-based
text-to-image generative models produce high fidelity, re-
alistic images and have seen increasing adoption [11, 16,
27, 31, 32, 35]. However, they are trained on large-scale
image-text datasets that contain harmful biases [3, 37]. Sev-
eral works study how this causes the text-to-image gen-
erative systems to also be biased against specific demo-
graphic groups [3, 10, 28, 29]. Some recent works attempt
to mitigate these issues, for instance, by editing the text
prompt to encourage diversity [2] or by guiding the gen-
erative process to balance out the representations from dif-

ferent groups [10, 13]. However, such methods do not sub-
stantially mitigate the effects of the biased associations em-
bedded within the models. To tackle this, FairRAG lever-
ages external references that lessen such biases, i.e., contain
samples from diverse groups to improve fairness in genera-
tion.
Conditioning Text-to-Image Diffusion Models. There
are existing approaches to condition on visual refer-
ences [12, 34, 41, 43]. Some employ test-time tuning
which is computationally expensive since it requires chang-
ing model parameters at inference [12, 22, 34]. Tuning-free
methods avoid this by employing a separate adaptor mod-
ule that is already trained for conditioning [26, 39, 41, 43].
FairRAG is also a tuning-free method. However, compared
to the heavier adaptor modules used in prior works, Fair-
RAG uses a lightweight linear conditioning layer. Another
concurrent work: ITI-Gen [42] learns prompt embeddings
from visual references for conditioning. However, this en-
tails learning a separate embedding per concept, which is
not scalable. FairRAG, on the other hand, trains the condi-
tioning module once and re-uses it to transfer demographic
attributes and contextual information from new images at
inference, making it more general.
Retrieval Augmented Generation (RAG). RAG-based
methods retrieve relevant items from external sources to
condition the generative process [6, 23, 40]. RAG has only
recently been explored for diffusion-based models. For ex-
ample, a recent RAG-based method [4] shows improve-
ments in image quality and style transfer. Another work,
Re-Imagen [7], shows the efficacy of RAG in generating
rare and unseen entities. Compared to these works, Fair-
RAG is more suitable for fair human generation. Unlike
previous approaches, FairRAG has a retrieval mechanism
designed to improve demographic diversity and does not re-
quire costly retraining of backbone to support conditioning.

3. Fair Retrieval Augmented Generation
We propose the FairRAG framework to improve fairness
in human image generation by using demographically di-
verse reference images. To achieve this, FairRAG requires
a mechanism to condition the pre-trained backbone, which
is enabled by training a lightweight linear encoder while
keeping the backbone frozen (cf . Sec. 3.1 and Fig. 2). At
inference, FairRAG uses simple, post-hoc debiasing strate-
gies to improve fairness, including balanced sampling and
query modification to for fair retrieval (Sec. 3.2) and a trans-
fer instruction to enhance the generative process (Sec. 3.3).

3.1. Linear Conditioning Mechanism

In this section, we first give the background of the backbone
generative model, which is kept frozen for both training and
inference. Then we describe our mechanism that conditions
the frozen backbone on the references (Fig. 2).
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Figure 2. We train the linear projector H(.) using a denoising loss on the latent space while keeping the backbone model frozen. To train
H(.), we sample images uniformly from each demographic group, pairing each image with the prompt: Photo of a person.

Frozen Backbone. Our frozen backbone is a pre-
trained text-to-image latent diffusion model—Stable Diffu-
sion (SD) [32]. It reverses noises applied to the latent em-
beddings of images. SD contains a variational autoencoder
(VAE) [19]: E(.), a text encoder: Ψ(.) and a U-Net [33]:
U(.). Specifically, VAE encodes images x to produce la-
tent representations z. During the forward diffusion pro-
cess, SD uses a noise scheduler to sample a timestep t, and
applies Gaussian noise: ϵt ∼ N (0, 1) to z. During the back-
ward diffusion process, U(.) estimates the noise (ϵ′t) added
to the latent, enabling image generation via iterative denois-
ing. The denoising process can also be conditioned on text
prompt: c encoded by the text encoder. Specifically, c is
fed alongside the noisy latent: zt into U(.) to control the
denoising process. During inference, one can feed in ran-
dom Gaussian noise and text prompt through the model to
generate images.

Conditioning Module. As shown in Fig. 2, we use a lin-
ear projector: H(.) to condition the backbone on retrieved
human references. H projects the reference image into a
text-compatible token, augmenting the text prompt with ad-
ditional information for conditioning. Let x be the refer-
ence image, v = ϕ(x) be the visual embedding obtained
from a CLIP image encoder [30] and c = (w1, w2, ..., wn)
be the text prompt encoded via a CLIP text encoder Ψ(.).
The linear projector: H(.) projects v into a conditioning
vector (token): H(v), which is concatenated with c to ob-
tain a bimodal prompt: c′ = (w1, w2, ..., wn,H(v)). This
retrieval-augmented text prompt is then fed into the U-Net
to condition the denoising process.

Training Procedure. We train H(.) with the denoising
loss in the latent space (Fig. 2). At timestep t, we train H(.)

with the following denoising loss [32]:

L = Ez∼E(x),ϵ∼N (0,1),t

[
||ϵ− ϵ′(zt, t, c

′)||22
]
. (1)

We pair the images with a simple text prompt: Photo of a
person during training, avoiding the usage of detailed cap-
tions that may not always be accessible.

3.2. Fair Retrieval System

During inference, FairRAG ensures that the reference im-
ages are demographically diverse by using simple post-hoc
debiasing techniques that do not require model re-training.
The conventional approach of retrieving the Top-K most
similar images for a given query, as employed in prior RAG
frameworks [4, 7], does not ensure diversity. To address this
limitation, FairRAG adopts a two-step process. First, it re-
trieves a larger set of N candidate images (N > K), then, it
performs balanced group sampling to obtain a balanced set
of K references to condition the model.
Top-N Retrieval with Debiased Query. To obtain N
demographically diverse candidate images, FairRAG con-
structs a debiased query by appending the original text
prompt with the following phrase: with any age, gender,
skin tone. This simple query modification improves fairness
in retrieval while maintaining consistency with the prompt.
Top-K Selection via Balanced Sampling. While the de-
biased query improves diversity, the candidate images may
not be ordered in a balanced manner. For this, FairRAG ap-
plies a balanced sampling strategy and selects a set with K
images for conditioning. We store the prediction for each
demographic attribute: a ∈ {age, gender, skin tone} for
each image and use them for balanced sampling. For this,
let us denote an intersectional group as g, which is a tuple
of the attribute values e.g., g = (25 year, dark-skinned, male)
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Figure 3. During inference, FairRAG constructs a debiased query to retrieve Top-N candidates for a given prompt. Using their demographic
group annotations, FairRAG then selects a balanced set of K images with high demographic diversity for conditioning. The full bimodal
prompt consists of: a) the original user prompt, b) a transfer instruction and c) the projected visual reference token. This bimodal prompt
is used within the cross-attention layers of the U-Net to condition the generative process.

and an individual group corresponding to the demographic
attribute (a), as: g[a]. For instance, g[age] = 25 year is an
individual age group. Next, let G be the set of unique in-
tersectional groups in the Top-N candidates and mg[a] be
the number of times an individual group g[a] appears in G.
Then, the sampling weight for g is:

wg =

[∑
a

mg[a]

na

]−1

, (2)

which is high if g has individual groups that are rare and low
if they are frequent. Here, na is the total number of possi-
ble values for a, used for normalization (e.g., ngender = 2).
This strategy thus provides higher priority to the demo-
graphic groups that are underrepresented.

3.3. Image Generation

As shown in Fig. 3, FairRAG projects the reference im-
ages through H and adds a text instruction to enhance at-
tribute transfer while generating images. Given an example
prompt: Photo of an engineer, FairRAG constructs an ex-
tended bimodal prompt: Photo of an engineer, with age,
gender and skin tone of: v, which contains the instruction:
with age, gender and skin tone of: to improve the condi-
tioning process. This method does not explicitly specify the
exact age, gender or skin tone values, yet helps the model
transfer those attributes from the reference images. This

extended prompt is used within the cross-attention layers of
U(.) to condition the model at each denoising step.

4. Experiments
4.1. Experiment Setup

We compare FairRAG against other baselines for the task of
diverse human generation using neutral text prompts that do
not specify any demographic groups, but still exhibit bias.
We evaluate diversity among three demographic attributes:
age, gender and skin tone. We use a modified version of the
demographic groups presented in FairFace [18] for: age (<
20, 20-29, 30-39, 40-49, 50-59, 60+) and gender (male and
female). For skin tone analysis, we use the 10-point Monk
Skin Tone (MST) scale [1].
Evaluation Prompts. The evaluation set of FairRAG
consists of test prompts with professions that exhibit bias
with respect to different demographic groups. These
prompts are classified into 8 categories, including: 6 artists
(e.g., a dancer), 6 food and beverage (F&B) workers (e.g.,
a cook), 9 musicians (e.g., a guitarist), 6 security personnel
(e.g., a guard), 9 sports players (e.g., a tennis player), 12
STEM professionals (e.g., an engineer), 7 workers (e.g., a
laborer) and 25 from other professions (e.g., a politician).
Please refer to ?? for the full list of prompts. For the main
experiments, we use the template Photo of <profession>,
e.g., Photo of a doctor to create the prompt.
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Demographic Diversity Metric. We use normalized en-
tropy as our diversity metric, reporting the intersectional
and individual values, where higher values indicate more
equitable representation across demographic groups. Inter-
sectional diversity is computed over the unique combina-
tions of age, gender and skin tone groups, and individual
diversity score is computed separately per attribute, e.g., the
gender diversity score is the normalized entropy for male
and female categories. Specifically, let pi be the proportion
of images generated for ith group, then, the diversity score
is the entropy of the group memberships normalized by a
uniform distribution, with a maximum value of 1:

D =

n∑
i=1

pi log [pi]

1
n log( 1n )

, (3)

where, n is the total number of possible groups. We com-
pute the metrics over the images generated for each prompt,
reporting the average across all prompts.
We employ existing prediction systems for age, gender
and skin tone classification. For age classification, Deep-
Face [38] predicts an integer age value, which we map to
our age-range categories. We follow Dall-Eval [8] for gen-
der and skin tone classification. Specifically, we use the
CLIP model (ViT/L-14) with two classifier prompts: photo
of a male or a man or a boy and photo of a female or a
woman or a girl, using the highest scoring prompt to de-
termine the gender. For skin tone classification, we detect
skin pixels within the facial region, and determine the Monk
Skin Tone value that is closest to the average color of the
skin region [20]. When computing the diversity metrics, we
account for the cases where the methods fail to generate any
human face. In such instances, we treat the images as be-
longing to the most prevalent demographic group, thereby
imposing a penalty on the diversity score.

While we follow previous research [8, 10] for demo-
graphic group classification, we acknowledge their limita-
tions as well. First, we perform skin tone analysis, but re-
frain from making inferences about the race. This choice
is driven by the recognition that racial identity can be in-
fluenced by social and political factors [8] and whether one
can predict race from visual information alone is debatable.
We leverage skin tone, a lower-level image feature, in an
attempt to conduct more objective assessment. More pre-
cisely speaking, we consider the apparent skin tone from
RGB images, in the absence of access to true skin tone
where more rigorous process needs to be applied (e.g., lab
controlled data collection via spectrophotometers). Sec-
ond, we employ a simplified binary gender classification,
even though gender is known to encompass a broader spec-
trum [17]. This is because estimating gender from a wider
range of possibilities based solely on appearance can poten-
tially reinforce appearance-related stereotypes. While our

studies and discussions of gender diversity in this work are
limited to apparent binary genders, the framework we de-
vise may be generalized to alternative definitions.
Alignment and Fidelity Metrics. We use CLIP
score [30], i.e., the cosine similarity between the text em-
beddings and the image embeddings to compute image-
text alignment. We report the Fréchet Inception Distance
(FID) [14] between the generated images and real distri-
bution, approximated by sampling a fixed number of real
images per prompt.
Training and Retrieval Sets. We use images con-
taining humans from two datasets: MSCOCO [24] and
OpenImages-v6 [21] to: a) train the linear projector and b)
retrieve images during inference. Since the work focuses
on human generation, we run a face detector [9] and only
keep the images with human faces. Since the datasets con-
tain low quality images e.g., blurry scenes, we run an aes-
thetic scorer [36] to filter out images with low scores. We
combine the MSCOCO and OpenImages datasets, splitting
into non-overlapping training and retrieval sets, consisting
of 173,289 and 330,777 images respectively. For retrieval,
we index the image embeddings using CLIP VIT-L/14 [15].
Since these embeddings are pre-computed and stored, Fair-
RAG avoids using CLIP image encoder during inference.

4.2. Comparison Methods

We compare FairRAG against these methods:
• SDv2.1 [32] is the baseline method used without applying

any debiasing technique.
• Ethical Interventions (Interven [2]) attempts to improve

diversity by augmenting the original prompts with ethical
phrases, e.g., Photo of a doctor if all individuals can be a
doctor irrespective of their age, gender and skin tone.

• Fair Diffusion (FairDiff [10]) applies semantic-
guidance [5] to steer the model towards a specific
intersectional group. The groups are sampled with a
uniform prior.

• Text Augmentation (TextAug) creates multiple variants
of the prompt by explicitly mentioning the demographic
groups, e.g., Photo of a doctor. This person is 55-year old,
dark-skinned, female. Surprisingly, despite its simplicity,
past studies do not study this method [2, 10]. We find
TextAug to be a strong baseline in our experiments.

• Baseline RAG (Base RAG) is an ablated version of Fair-
RAG that removes the fairness interventions, i.e., does not
use debiased query, balanced sampling or text instruction.
It still relies on the linear module for conditioning.
FairDiff [10] and TextAug require explicit specifications

of the demographic groups. For this, we use the template:
This person is <age>-year old, <skin tone>, <gender>.
Age is the mid-point of the corresponding group e.g., 25-
year-old for the group: 20–29 years old; skin tone is speci-
fied as: light-skinned, medium skin colored or dark-skinned

12000



Table 1. Breakdown of diversity scores for individual and intersec-
tional (intersec.) groups, showing how leveraging external images
can help improve the metrics.

Method Age Gender Skin
Tone Intersec.

SDv2.1 [32] 0.220 0.273 0.224 0.188
Interven [2] 0.439 0.451 0.362 0.333
FairDiff [10] 0.225 0.371 0.223 0.196
TextAug 0.426 0.766 0.334 0.341
Base RAG 0.417 0.582 0.439 0.374
FairRAG 0.559 0.800 0.416 0.438

and gender is either male or female. Note that FairRAG
avoids such explicit attribute specification, relying instead
on the text instruction for implicit attribute transfer.

4.3. Results

In this section, we discuss the overall quantitative and qual-
itative results. Table 2 summarizes the intersectional diver-
sity, alignment and fidelity metrics alongside the absolute
gains over SDv2.1 [32]. FairRAG outperforms other meth-
ods in terms of the diversity and alignment scores and is
close to Base RAG in terms of image fidelity, showing the
benefits of the proposed setup. As shown in Fig. 4, FairRAG
effectively leverages human-specific attributes from the ref-
erence images to condition the generated images, resulting
in enhanced demographic diversity. As presented in Table 1,
it is able to improve diversity metrics for all three attributes:
age, gender and skin tone. In terms of the baselines, we find
that Base RAG is also able to improve diversity, alignment
and fidelity scores, however, the additional fairness inter-
ventions used in FairRAG, i.e., query debiasing, balanced
sampling and the transfer instruction help boost the diver-
sity scores further. In terms of non-RAG baselines, we find
TextAug to be the most effective, obtaining improvements
in all three metrics over other non-RAG methods. How-
ever, qualitatively, it produces synthetic, unrealistic con-
texts, an issue observed for other baselines as well. Fair-
RAG on the other hand generates more realistic images due
to the conditioning from real images. Next, Interven [2]
and FairDiff [10] also improve the diversity scores to some
extent, but are well below FairRAG. As shown in Fig. 4, ex-
tra text intervention used in Interven [2] results in grids of
smaller sub-images, which is an undesired side-effect. Fair-
RAG also uses a text instruction, but this does not lead to
such inadvertent consequences. Therefore compared to the
baseline methods, FairRAG stands out as more effective.
Diversity for different prompt categories. We present
example outputs for different categories in Fig. 5 and
present the intersectional diversity values for each of the 8
categories in Table 3. The improved diversity metrics shows
that FairRAG generalizes to different professions.

Table 2. Quantitative results from all the comparison methods,
highlighting the best and the second-best scores. We also show
the improvement and deterioration in terms of absolute difference
from SDv2.1. Compared to other baselines, FairRAG shows im-
provements in diversity and alignment, and rivals Base RAG in
terms of the fidelity score.

Method Diversity (↑) CLIP (↑) FID (↓)
SDv2.1 [32] 0.188 0.142 85.3
Interven [2] 0.333 (+.145) 0.132 (-.011) 93.9 (+08.6)
FairDiff [10] 0.196 (+.008) 0.142 (-.000) 87.8 (+02.5)
TextAug 0.341 (+.153) 0.144 (+.002) 74.1 (-11.2)
Base RAG 0.374 (+.186) 0.146 (+.003) 49.4 (-35.9)
FairRAG 0.438 (+.250) 0.146 (+.003) 51.8 (-33.5)

Minimal Increase in Latency. FairRAG involves: a)
text-to-image retrieval with debiased query, b) balanced
sampling, c) visual reference projection to obtain the bi-
modal prompt, and d) conditional image generation. The
first three steps are specific to FairRAG, but add minimal
computational overhead compared to SDv2.1. On a single
NVIDIA A10G Tensor Core GPU, SDv2.1 and FairRAG
require 2.8 secs and 3 secs respectively, to generate a single
image with 20 denoising steps. We re-iterate that FairRAG
is also more efficient than prior methods that use test-time
tuning [12] or heavier conditioning modules [43].

Face and Body Size. Most past studies focus on close-
up views of faces neglecting analysis of images with the
human body taking a larger portion of the image [10, 42].
To test if FairRAG works well for both the cases, we em-
ploy two different prompt prefixes: Headshot of and Full
body of, controlling the face/body size. As shown in Fig. 6,
we find that FairRAG is able to transfer the demographic at-
tributes in both the cases. It also generates contexts that are
more realistic than the SDv2.1 baseline, which is especially
evident for full body images.

Ablation Study. In Table 4, we present ablated variants
of FairRAG to investigate the effects of different compo-
nents. Retrieval-time interventions: debiased query and
balanced sampling and generation-time intervention: text
instruction, all contribute positively to the intersectional di-
versity score, thereby validating our decisions to incorpo-
rate these mechanisms. All three mechanisms enhance the
age and diversity scores. For skin tone diversity, we do not
find additional benefit from text instruction, but debiased
query and balanced sampling contribute positively to skin
tone diversity as well. We also present the diversity scores
for the real distribution, i.e., the retrieved images. FairRAG
still has a room for improvement, which can potentially be
achieved by improving the transfer of attributes.
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SDv2.1
Lacks demographic diversity

Ethical Interventions
Inadvertent effects e.g., grids of sub-images

Fair Diffusion
Insufficient improvements

Text Augmentation
Best baseline, but has room for improvements

FairRAG: Uses external images to improve demographic diversity and context

Prompt: Photo of a computer programmer

Retrieved Generated

Figure 4. Example outputs from different methods for the text prompt Photo of a computer programmer. Baseline methods, barring Text
Augmentation, fail to produce images with high demographic diversity. FairRAG improves demographic diversity with the help of external
visual references. Apart from that, it also improves alignment and fidelity.

Photo of a harp player Photo of a basketball player

Photo of a cook Photo of a doctor

Figure 5. FairRAG improves demographic diversity for different categories of professions.
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Table 3. Intersectional diversity metrics on the eight concept types used in our evaluation set. FairRAG shows improvements in each
concept type, showcasing the generality of the approach.

Artists F&B
Workers Musicians Security

Personnel
Sports
Players

STEM
Profes. Workers Others

SDv2.1 [32] 0.261 0.237 0.168 0.137 0.175 0.199 0.197 0.175
Interven [2] 0.385 0.284 0.282 0.314 0.299 0.359 0.282 0.370
FairDiff [10] 0.259 0.273 0.164 0.133 0.161 0.240 0.210 0.177
TextAug 0.391 0.269 0.322 0.348 0.314 0.342 0.349 0.357
Base RAG 0.401 0.428 0.404 0.394 0.336 0.357 0.362 0.402
FairRAG 0.436 0.413 0.440 0.458 0.416 0.432 0.419 0.454

SDv2.1

Prompt:
 

<Prefix> a soccer player

Headshot of Full body of

Headshot of Full body of
FairRAG

Retrieved

Figure 6. While most past works focus on close-up views of faces,
we find FairRAG can transfer attributes when asked to generate
full body images as well.

5. Limitations and Future Directions

In this section, we discuss some limitations and layout po-
tential future directions for further improvement. To begin
with, FairRAG uses one-to-one image mapping i.e. uses sin-
gle reference image for each generated image. An alterna-
tive would be to use multiple images to summarize the con-
cepts to be transferred to enhance the conditioning process.
Multiple references could also help in cases where single
retrieval does not encompass all of the concepts mentioned
in the prompt, by aggregating different concepts from dif-
ferent images. Second, despite conditioning on real images,
the samples generated by FairRAG can contain disfigure-
ments especially in small faces, limbs and fingers. We hy-
pothesize that fixing this issue requires a better way to in-
corporate knowledge on human anatomy within the models,
which likely entails re-training or tuning the backbone. We
discuss this issue in greater detail in ??.

There are other considerations before a framework such
as FairRAG can be deployed in practice. For one, Fair-
RAG is limited to human image generation and thus cannot
tackle non-human prompts. A more general RAG frame-
work could utilize references from a broader range of cat-

Table 4. Ablation studies showing how debiased query (debiased
q), balanced sampling (bal. sampl.) and text instruction (text instr.)
help boost the diversity scores. We also present the metrics for
retrieved images, i.e., the real distribution, showcasing room for
further improvement.

Method Age Gender Skin
Tone Intersec.

SDv2.1 [32] 0.220 0.273 0.224 0.188
TextAug 0.426 0.766 0.334 0.341
Base RAG 0.440 0.562 0.437 0.386

Ablated variants of FairRAG
No Debiased Q 0.525 0.764 0.411 0.414
No Bal. Sampl. 0.538 0.734 0.392 0.420
No Text Instr. 0.481 0.771 0.416 0.407
FairRAG 0.559 0.800 0.416 0.438
Retrievals 0.546 0.902 0.526 0.478

egories. However, even with a larger data source, a prac-
tical framework should also be capable of tackling cases
in which the references lack consistency with the user’s
prompt. A worthwhile future direction to tackle this issue
is to devise conditioning mechanisms that avoid transfer-
ring concepts in references that conflict with the prompt.
Furthermore, while the scope of this study is limited to
generating humans, we note that the proposed conditioning
mechanism and the fairness interventions can be extended
to and employed in other domains, making these mecha-
nisms more general with broader applicability.

6. Conclusion
In this work, we developed the FairRAG framework to
condition pre-trained generative models on external im-
ages to improve demographic diversity. We showed that
a lightweight, linear layer can be trained to project visual
references for conditioning the backbone and post-hoc de-
biasing methods can enhance fairness in generation. These
mechanisms add minimal overhead during inference, yet,
help FairRAG surpass prior methods in terms of diversity,
alignment and fidelity.
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