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Figure 1. FreeU substantially improves diffusion model sample quality at no costs: no training, no additional learnable parameter
introduced, and no increase in memory or sampling time.

Abstract
In this paper, we uncover the untapped potential of dif-

fusion U-Net, which serves as a “free lunch” that substan-
tially improves the generation quality on the fly. We initially
investigate the key contributions of the U-Net architecture
to the denoising process and identify that its main backbone
primarily contributes to denoising, whereas its skip connec-
tions mainly introduce high-frequency features into the de-
coder module, causing the potential neglect of crucial func-
tions intrinsic to the backbone network. Capitalizing on this
discovery, we propose a simple yet effective method, termed
“FreeU”, which enhances generation quality without addi-
tional training or finetuning. Our key insight is to strategi-
cally re-weight the contributions sourced from the U-Net’s
skip connections and backbone feature maps, to leverage
the strengths of both components of the U-Net architec-
ture. Promising results on image and video generation tasks
demonstrate that our FreeU can be readily integrated to ex-
isting diffusion models, e.g., Stable Diffusion, DreamBooth
and ControlNet, to improve the generation quality with only
a few lines of code. All you need is to adjust two scaling
factors during inference.

1. Introduction

Diffusion probabilistic models, a cutting-edge category of
generative models, have garnered significant attention, par-
ticularly for tasks related to computer vision [7, 8, 11, 18,
33, 41, 45, 46, 49]. These diffusion models are composed
of two key processes: diffusion process and the denoising
process. In the diffusion process, Gaussian noise is gradu-
ally added to the input data and eventually corrupts it into
approximately pure Gaussian noise. During the denoising
process, the original input data is recovered from its noise
state through a learned sequence of inverse diffusion op-
erations. Usually, a U-Net is employed to iteratively pre-
dict the noise to be removed at each denoising step. Ex-
isting works [3, 47, 58, 65] primarily focus on utilizing
pre-trained diffusion U-Nets for downstream applications,
while the internal properties of the diffusion U-Net, remain
largely under-explored.

In this paper, we delve into the denoising process of the
diffusion U-Net. For a comprehensive analysis, our first ob-
jective is to explore the mechanics behind how images are
generated from noise during the denoising process. To
understand what’s going on, we conduct an investigation
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Figure 2. FreeU Framework. (a) U-Net Skip Features and
Backbone Features. In U-Net, the skip features and backbone
features are concatenated together at each decoding stage. We ap-
ply the FreeU operations during concatenation. (b) FreeU Oper-
ations. Two modulation factors (b and s) are employed to balance
the feature contributions from the backbone and skip connections.

within the Fourier domain, focusing on the generative evo-
lution during the denoising process. Our meticulous analy-
sis reveals a subtle modulation of the low-frequency com-
ponents, which demonstrate a gentle rate of change. In con-
trast, the high-frequency components showcase more pro-
nounced dynamics throughout the denoising process. Fun-
damentally, low-frequency components bestow upon an im-
age its foundational structure and color attributes. Exces-
sive adjustments during iterative denoising risk undermin-
ing the image’s intrinsic semantic integrity. High-frequency
components, which represent details like edges and tex-
tures, are more affected by noise. Hence, the goal of the
denoising process is to reduce this noise while ensuring the
preservation of critical details.

Building on this foundational understanding, our analy-
sis scope is expanded to how diffusion U-Net implements
denoising process, thereby ascertaining the specific con-
tributions of the U-Net architecture within the diffusion
framework. Structurally, the U-Net architecture comprises a
primary backbone network, encompassing both an encoder
and a decoder, as well as the skip connections that bridge
information transfer between the encoder and decoder, as
shown in Fig. 2. Our investigation reveals that the main
backbone of the U-Net primarily contributes to denoising.
Conversely, the skip connections are observed to introduce
high-frequency features into the decoder module. These
connections propagate high-frequency information to make
U-Net easier to recover the input data during training. Yet,
an unintended consequence of this propagation is the poten-
tial weakening of the backbone’s inherent denoising capa-
bilities during the inference. This can lead to a reduction in
the generation quality e.g. abnormal image details, as illus-
trated in Fig. 1.

With these revelations as our backdrop, we propel for-
ward with the introduction of a novel strategy, denoted as
“FreeU”, which holds the potential to improve sample qual-
ity without necessitating the computational overhead of ad-
ditional training or fine-tuning. Specifically, during infer-
ence, we instantiate two specialized modulation factors de-
signed to balance the feature contributions from the U-Net
architecture’s primary backbone and skip connections. The
first, termed the backbone feature factors, aims to amplify
the feature maps of the main backbone, thereby bolstering
the denoising process. However, we find that while the in-
clusion of backbone feature scaling factors yields signif-
icant improvements, it can occasionally lead to an unde-
sirable oversmoothing of textures. To mitigate this issue,
we introduce the second factor, skip feature scaling factors,
aiming to alleviate the problem of texture oversmoothing.

Our FreeU method exhibits seamless adaptability when
integrated with existing diffusion models. We conduct a
comprehensive experimental evaluation of our approach,
employing Stable Diffusion [43, 46], ModelScope [37],
Dreambooth [47], ReVersion [23], Rerender [61], Scale-
Crafter [16], Animatediff [14] and ControlNet [65] as our
foundational models for benchmark comparisons. By em-
ploying FreeU during the inference phase, these models in-
dicate a discernible enhancement in the quality of generated
samples, as shown in Fig. 1. Our contributions are summa-
rized as follows:
• We investigate the denoising process in Fourier domain,

revealing that low-frequency components change gradu-
ally, while high-frequency components exhibit more sig-
nificant variations.

• We conduct a pioneering exploration of the potential of
diffusion U-Net, highlighting that its backbone primarily
contributes to denoising, whereas its skip connections in-
troduce high-frequency features into the decoder. This
novel perspective offers fresh research opportunities for
the community.

• We introduce a simple yet effective method, denoted as
“FreeU”, which enhances U-Net’s denoising capability
by leveraging the strengths of both components of the U-
Net architecture.

• We empirically evaluate our approach on various diffu-
sion models, demonstrating significant sample quality im-
provement and the effectiveness of FreeU at no extra cost.

2. Methodology

2.1. Preliminaries

Generating samples from a diffusion model is initi-
ated by sourcing from a Gaussian noise distribution
and subsequently following the inverse diffusion process
pθ(xt−1|xt). This results in a trajectory sequence xT ,
xT−1, ..., x0 ending with the generated sample x0. Cru-
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Figure 3. Denoising process visualization: The top row shows the generated im-
ages of the denoising process. The next two rows display low-frequency and high-
frequency components after the inverse Fourier Transform. Low-frequency compo-
nents change slowly, whereas high-frequency components exhibit more significant
variations during the denoising process.
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Figure 4. Relative log amplitudes of Fourier
for denoising process. At each denoising step t,
we visualize the relative log amplitudes of Fourier
of recovered date xt. We observe that the high-
frequency components of xt drops drastically dur-
ing the denoising process.

cially, the sampling process depends on the denoising
model ϵθ to eliminate noise. The optimization objective of
denoising model is as follows:

LDM = Ex,ϵ∼N (0,1),t

[
∥ϵ− ϵθ(xt, t)∥22

]
(1)

In most implementations, the denoising model is realized
using a time-conditional U-Net architecture. Hence, its de-
noising ability plays a pivotal role in determining the quality
of the data generated.

2.2. How to Generate Images from Noise During
Denoising Process?

To better understand the denoising process, we conduct an
investigation within the Fourier domain to perspective the
generated process of diffusion models. As illustrated in
Fig. 3, the uppermost row provides the progressive denois-
ing process, showcasing the generated images across suc-
cessive iterations. The subsequent two rows exhibit the as-
sociated low-frequency and high-frequency spatial domain
information after the inverse Fourier Transform, aligning
with each respective step.

Evident from Fig. 3 is the gradual modulation of low-
frequency components, showing a soft rate of change,
while their high-frequency components show more obvi-
ous changes throughout the entire denoising process. These
findings are further corroborated in Fig.4. This can be intu-
itively explained: 1) Low-frequency components inherently
embody the global structure and characteristics of an im-
age, encompassing global layouts and smooth color. These
components encapsulate the foundational global elements
that constitute the image’s essence and representation. Its
rapid alterations are generally unreasonable in denoising
processes. Drastic changes to these components could fun-

damentally reshape the image’s essence, an outcome typ-
ically incompatible with the objectives of denoising pro-
cesses. 2) Conversely, high-frequency components contain
rapid changes in the images, such as edges and textures.
These finer details are markedly sensitive to noise, often
manifesting as random high-frequency information when
noise is introduced to an image. Consequently, denoising
processes need to expunge noise while upholding indispens-
able intricate details.

2.3. How does Diffusion U-Net Perform Denoising?

Building on this foundational understanding throughout the
denoising process, we extend our investigation to delineate
the specific contributions of the U-Net architecture within
the denoising process, to explore the internal properties of
the denoising network. As illustrated in Fig. 2, the U-Net
architecture comprises a primary backbone network, as well
as the skip connections that facilitate information transfer
between the encoder and decoder.

To evaluate the role of the backbone and lateral skip con-
nections in the denoising process, we conduct a controlled
experiment wherein we introduce two multiplicative scal-
ing factors—denoted as b and s—to modulate the feature
maps generated by the backbone and skip connections, re-
spectively, prior to their concatenation. As shown in Fig. 5,
it is evident that elevating the scale factor b of the backbone
distinctly enhances the quality of generated images. Con-
versely, variations in the scaling factor s, which modulates
the impact of the lateral skip connections, appear to exert a
limited influence on the quality of the generated images.
The backbone of U-Net. Building upon these observations,
we subsequently probed the underlying mechanisms for the
enhancement in image generation quality when the scaling
factor b associated with the backbone feature map increases.
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b=0.6, s=1.0 b=0.8, s=1.0 b=1.0, s=1.0 b=1.2, s=1.0 b=1.4, s=1.0

b=1.0, s=0.6 b=1.0, s=0.8 b=1.0, s=1.0 b=1.0, s=1.2 b=1.0, s=1.4

Figure 5. Effect of backbone and skip connection scaling factors (b and s).
Increasing the backbone scaling factor b significantly enhances image quality, while
directly scaling s in the skip features has a limited influence on image synthesis
quality.

High-frequency decreases 
as 𝑏 increases

Figure 6. Relative log amplitudes of Fourier with
variations of the backbone scaling factor b. In-
creasing in b correspondingly results in a suppres-
sion of high-frequency components in the images
generated by the diffusion model.

Our analysis reveals that this quality improvement is fun-
damentally linked to an amplified denoising capability im-
parted by the U-Net architecture’s backbone. As delineated
in Fig. 6, a commensurate increase in b correspondingly
results in a suppression of high-frequency components in
the images generated by the diffusion model. Therefore, in
Fig. 5, when b = 0.6, the generated images exhibit a signifi-
cant amount of noise that adversely affects image quality. In
contrast, when b = 1.4, highly clear images are generated.
This indicates that the primary role of the U-Net backbone
network is to filter out high-frequency noise. Enhancing
the backbone features effectively boosts the denoising ca-
pability of the U-Net architecture, thereby contributing to
superior output in terms of fidelity and detail preservation.
The skip connections of U-Net. Conversely, the skip con-
nections serve to forward features from the earlier layers of
encoder blocks directly to the decoder. Intriguingly, as ev-
idenced in Fig. 7, these features primarily constitute high-
frequency information. Our conjecture, grounded in this ob-
servation, posits that during the training of the U-Net archi-
tecture, the presence of these high-frequency features may
inadvertently accelerate the convergence toward noise pre-

Figure 7. Fourier relative log amplitudes of backbone, skip,
and their fused feature maps. The skip features contain a large
amount of high-frequency information.

diction with the optimization objective of Eqn. 1, making
it easier to reconstruct the input data. This phenomenon,
in turn, could result in an unintended attenuation of the
efficacy of the backbone’s intrinsic denoising capabilities.
However, unlike the training process where the goal is to
reconstruct input data, the inference process aims to gener-
ate data from Gaussian noise. The generative capacity of
diffusion models manifests in their denoising capabilities.
Therefore, during inference, it is essential to enhance the
denoising capabilities of the U-Net to ensure high-quality
data generation.

2.4. Free Lunch in Diffusion U-Net

Capitalizing on the above discovery, we propel forward with
the introduction of a simple yet effective method, denoted
as “FreeU”, which effectively bolsters the denoising capa-
bility of the U-Net architecture by leveraging the strengths
of both components of the U-Net architecture. It substan-
tially improves the generation quality without requiring ad-
ditional training or fine-tuning.
The backbone factors. To enhance the denoising capa-
bilities of the U-Net, we introduce a novel method known
as structure-aware scaling for the backbone features, which
dynamically adjusts the scaling of backbone features for
each sample. Unlike a fixed scaling factor applied uni-
formly to all samples or positions within the same channel,
our approach adjusts the scaling factor adaptively based on
the specific characteristics of the sample features. We first
compute the average feature map along the channel dimen-
sion:

x̄l =
1

C

C∑
i=1

xl,i (2)

where xl,i represents the i-th channel of the backbone fea-
ture map xl in the l-th block of the U-Net decoder. C de-
notes the total number of channels in xl. As illustrated in
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Figure 8. Visualization of average feature maps: This visualiza-
tion displays the average feature maps along the channel dimen-
sion of backbone features.

Fig. 8, the average feature map x̄l inherently contains valu-
able structural information. Consequently, the backbone
factor map αl amplifies the backbone feature map xl in a
manner that aligns with its structural characteristics. Subse-
quently, the backbone factor map is determined as follows:

αl = (bl − 1) ·
x̄l −Min(x̄l)

Max(x̄l)−Min(x̄l)
+ 1, (3)

where αl represents the backbone factor map. bl is a scalar
constant and bl > 1. Then, upon experimental investiga-
tion, we discern that indiscriminately amplifying all chan-
nels of xl through multiplication with αl engenders an
oversmoothed texture in the resulting synthesized images,
as shown in Fig. 9 (b). The reason is that U-Net’s strong
denoising ability can damage the high-frequency details of
the image during denoising. Consequently, we confine the
scaling operation to the half channels of xl as follows:

x
′

l,i =

{
xl,i ⊙αl if i < C/2

xl,i otherwise
(4)

Hence, the backbone factors can effectively enhance the de-
noising capabilities of the U-Net and generate better image
quality, as shown in Fig. 9 (c).
The skip factors. To further mitigate the issue of over-
smoothed texture due to enhancing denoising, we further
employ spectral modulation in the Fourier domain to selec-
tively diminish low-frequency components for the skip fea-
tures. Mathematically, this operation is performed as fol-
lows:

F(hl,i) = FFT(hl,i) (5)
F ′(hl,i) = F(hl,i)⊙ βl,i (6)

h′
l,i = IFFT(F ′(hl,i)) (7)

where hl,i denotes the i-th channel of the skip feature map
in the l-th block of the U-Net decoder. FFT(·) and IFFT(·)
are Fourier transform and inverse Fourier transform. ⊙
denotes element-wise multiplication, and βl,i is a Fourier
mask, designed as a function of the magnitude of the Fourier

(b)(a) (c)

Figure 9. Generated images with different backbone scaling
operations: (a) without backbone scaling, (b) scaling all channels,
(c) scaling half channels.

coefficients, serving to implement the frequency-dependent
scaling factor sl:

βl,i(r) =

{
sl if r < rthresh,

1 otherwise.
(8)

where r is the radius. rthresh is the threshold frequency, set
to 1 in our experiments. As shown in Fig. 10, reducing
low-frequency components of the skip features can generate
better details.

Remarkably, the proposed FreeU framework does not re-
quire any task-specific training or fine-tuning. Adding the
backbone and skip scaling factors can be easily done with
just a few lines of code, offering a more flexible and potent
denoising operation without adding any computational bur-
den. This makes FreeU a highly practical solution that can
be seamlessly integrated into existing diffusion models to
improve their generation quality.

3. Experiments
3.1. Implementation Details

To assess the effectiveness of the proposed FreeU, we sys-
tematically conduct a series of experiments, aligning our
benchmarks with state-of-the-art methods such as Stable
Diffusion [43, 46], ModelScope [37], Dreambooth [47], Re-
Version [23], Rerender [61], ScaleCrafter [16], Animate-
diff [14] and ControlNet [65]. Importantly, our approach
seamlessly integrates with these methods without impos-
ing any additional computational overhead associated with
training or fine-tuning. We strictly follow the prescribed set-
tings of these methods and exclusively introduce the back-
bone feature factors and skip feature factors during the in-

w/o s w/ s w/o s w/ s

Figure 10. Generated images of FreeU without skip scaling
(w/o s), and with skip scaling (w/ s).
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Figure 11. Text-to-image generation results of SD-XL [43] with or without FreeU. Images generated by SD-XL+FreeU show signifi-
cantly improved detail and quality compared to SD-XL.

ference. More ablation studies and quantitative results
can be found in supplementary material.

3.2. Text-to-Image Generation

Stable Diffusion [43, 46] is a latent text-to-image diffusion
model renowned for its capability to generate photorealistic
images based on textual input. It has consistently demon-
strated exceptional performance in various image synthe-
sis tasks. With the integration of our FreeU augmentation
into Stable Diffusion-XL [43], the results, as exemplified
in Fig. 11, exhibit a notable enhancement in the model’s
generative capacity. It becomes evident that our proposed
FreeU consistently excels in generating realistic images, es-
pecially in detail generation. More results of SD [46] and
SD-XL [43] are provided in the supplementary material.
These compelling results serve as a testament to the sub-
stantial qualitative enhancements engendered by the syn-
ergy of FreeU with the SD[46] or SDXL[43] frameworks.
Quantitative evaluation. We conduct a study with 120 par-
ticipants to assess image quality and image-text alignment.
Each participant receives a text prompt and two correspond-
ing synthesized images, one from SD [46] and another from
SD+FreeU. To ensure fairness, we use the same randomly
sampled random seed for generating both images. The im-
age sequence is randomized to eliminate any bias. Par-
ticipants then select the image they consider superior for
image-text alignment and image quality, respectively. We
tabulate the votes for SD [46] and SD+FreeU in each cat-
egory in Table 1. Our analysis reveals that the majority of
votes go to SD+FreeU, indicating that FreeU significantly

Table 1. Text-to-Image Quantitative Results. We count the
percentage of votes for the baseline and our method respectively.
Image-Text refers to Image-Text Alignment.

Method Image-Text Image Quality
SD [46] 15.42% 13.73%
SD+FreeU 84.58% 86.27%

Table 2. Text-to-Video Quantitative Results. We count the per-
centage of votes for the baseline and our method respectively.
Video-Text refers to Video-Text Alignment.

Method Video-Text Video Quality
ModelScope [37] 15.32% 14.25%
ModelScope+FreeU 84.68% 85.75%

enhances the Stable Diffusion text-to-image model in both
evaluated aspects.

3.3. Text-to-Video Generation

ModelScope [37], an avant-garde text-to-video diffusion
model, stands at the forefront of video generation from tex-
tual descriptions. The infusion of our FreeU augmentation
into ModelScope [37] serves to further hone its video syn-
thesis prowess, as substantiated by Fig. 12. For instance,
in response to the prompt “An astronaut flying in space”,
ModelScope [37], with the assistance of FreeU, can gener-
ate a clear and vivid portrayal of an astronaut. These results
underscore the significant improvements achieved through
the synergistic application of FreeU with ModelScope [37],
resulting in high-quality generated content characterized by
clear motion, rich detail, and semantic alignment.
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ModelScope+FreeU

ModelScope

ModelScope+FreeU

ModelScope

Figure 12. Text-to-video generation results of ModelScope [37] with or without FreeU. Videos generated by ModelScope+FreeU show
significantly improved appearance and motion compared to ModelScope.

Denoising

Figure 13. Fourier relative log amplitudes of SD [46] with or without FreeU within the denoising process. FreeU can significantly
reduce high-frequency information at each step of the denoising process, which indicates FreeU’s capacity to effectively denoising.

Quantitative evaluation. We conduct the quantitative eval-
uation for FreeU on the text-to-video task in a similar way
as text-to-image. The results displayed in Table 2 indi-
cate that most participants prefer the video generated with
FreeU.

3.4. More Generative Models

We further incorporate FreeU into DreamBooth [47], Re-
Version [23], Rerender [61], ScaleCrafter [16], AnimateD-
iff [14] and ControlNet [65]. Their results are provided in
the supplementary material. These outcomes substantiate
that the incorporation of FreeU leads to enhanced synthesis
quality.

3.5. Ablation Study

Effects of FreeU. FreeU is introduced with the primary aim
of enhancing the denoising capabilities of the diffusion U-
Net. To assess the impact of FreeU, we conducted ana-
lytical experiments using SD [46] as the base framework.
In Fig. 13, we present visualizations of the Fourier rela-
tive log amplitudes of SD [46], comparing cases with and
without the incorporation of FreeU. These visualizations il-
lustrate that FreeU can significantly reduce high-frequency
information at each step of the denoising process, which
indicates FreeU’s capacity to effectively denoising. Fur-
thermore, we extend our analysis by visualizing the feature

SD

SD + FreeU SD + FreeU

SD

Figure 14. Visualization of feature maps for SD [46] with or
without FreeU.

maps of the U-Net. As shown in Fig. 14, we observe that the
feature maps generated by FreeU contain more pronounced
structural information. This observation aligns with the in-
tended effect of FreeU, as it preserves intricate details while
effectively removing noise, harmonizing with the denoising
objectives of the model.
Effects of components in FreeU. We evaluate the effects
of the proposed FreeU strategy, i.e. introducing backbone
feature scaling factors and skip feature scaling factors to
intricately balance the feature contributions from the back-
bone and skip connections. In Fig. 15, we present the re-
sults of our evaluations. In the case of SD+FreeU(b), where
backbone scaling factors are integrated during inference,
we observe a noticeable improvement in the generation of
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Figure 15. Ablation study of backbone scaling factor b and skip
scaling factor s.

vivid details compared to SD [46] alone. For instance,
SD+FreeU(b) generates a more realistic “rabbit” with nor-
mal arms and ears, as opposed to SD [46]. However, it is
imperative to note that while the inclusion of feature scaling
factors yields significant improvements, it can occasionally
lead to an undesirable oversmoothing of textures. To mit-
igate this issue, we introduce skip feature scaling factors,
aiming to reduce low-frequency information and alleviate
the problem of texture oversmoothing. As demonstrated in
Fig. 15, the combination of both backbone and skip feature
scaling factors in SD+FreeU(b & s) leads to the genera-
tion of more realistic images. This highlights the efficacy of
FreeU strategy in balancing features and mitigating issues
related to texture smoothing, ultimately resulting in more
realistic image generation.
Effects of backbone structure-related factor. We evalu-
ate the effects of the proposed backbone scaling strategy,
structure-related scaling, on the delicate balance between
noise reduction and texture preservation. Illustrated in Fig-
ure 16, when compared to the results generated by SD [46],
we observe a substantial enhancement in the image qual-
ity generated by FreeU when utilizing a constant scaling
factor. However, it is pertinent to highlight that the utiliza-
tion of a constant factor can have undesirable consequences,
manifesting as pronounced oversmoothing of textures and
undesirable color oversaturation. Conversely, FreeU with
the structure-related scaling factor map employs an adaptive
scaling approach, leveraging structural information to guide
the assignment of the backbone factor map. Our observa-
tions indicate that FreeU with the structure-related factor
map effectively mitigates these issues and achieves signifi-
cant improvements in generating vivid and intricate details.

4. Related Work

Diffusion models have achieved great success in genera-
tion tasks [7, 8, 11, 13, 18, 24, 29, 33, 41, 45, 46, 49].
These models employ a fixed Markov chain to map the la-
tent space, facilitating intricate mappings that capture latent
structural complexities within a dataset. Recently, its im-
pressive generative capabilities have fueled groundbreak-

(a) (b) (c)

Figure 16. Comparing image generation with different back-
bone factors: (a) SD, (b) FreeU with a constant factor, and (c)
FreeU with a structure-related scaling factor map.

ing advancements in a variety of computer vision appli-
cations such as image synthesis [18, 46, 49], image edit-
ing [1, 6, 21, 38], and text-to-video generation [3, 15, 19,
37, 52, 57, 58, 64]. Though successful, these studies mainly
focus on utilizing pre-trained diffusion models for down-
stream applications, while the internal properties of the dif-
fusion models remain largely under-explored. In this paper,
we conduct a pioneering exploration of the potential of dif-
fusion models. More detailed discussion about related work
can be found in supplementary material.

5. Conclusion
In this study, we commence our investigation by analyzing
the process of image generation from noise. Subsequently,
we delve into a detailed analysis of how the U-Net architec-
ture implements the denoising process. Our investigation
reveals that the backbone primarily contributes to denois-
ing, while the skip connections predominantly introduce
high-frequency features into the decoder, potentially lead-
ing to a neglect of essential backbone semantics. To address
this, we introduce the elegantly simple yet highly effec-
tive approach, termed FreeU, which enhances U-Net’s de-
noising capability by leveraging the strengths of both com-
ponents of the U-Net architecture. Extensive experiments
prove that FreeU can be seamlessly integrated into various
diffusion foundation models and their downstream tasks,
and substantially improve diffusion model sample quality
without additional training or fine-tuning.
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