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Abstract

We delve into Open Domain Generalization (ODG),
marked by domain and category shifts between training’s
labeled source and testing’s unlabeled target domains.
Existing solutions to ODG face limitations due to con-
strained generalizations of traditional CNN backbones and
errors in detecting target open samples in the absence
of prior knowledge. Addressing these pitfalls, we intro-
duce ODG-CLIP, harnessing the semantic prowess of the
vision-language model, CLIP. Our framework brings forth
three primary innovations: Firstly, distinct from prevailing
paradigms, we conceptualize ODG as a multi-class clas-
sification challenge encompassing both known and novel
categories. Central to our approach is modeling a unique
prompt tailored for detecting unknown class samples, and
to train this, we employ a readily accessible stable dif-
fusion model, elegantly generating proxy images for the
open class. Secondly, aiming for domain-tailored clas-
sification (prompt) weights while ensuring a balance of
precision and simplicity, we devise a novel visual style-
centric prompt learning mechanism. Finally, we infuse im-
ages with class-discriminative knowledge derived from the
prompt space to augment the fidelity of CLIP’s visual em-
beddings. We introduce a novel objective to safeguard the
continuity of this infused semantic intel across domains,
especially for the shared classes. Through rigorous test-
ing on diverse datasets, covering closed and open-set DG
contexts, ODG-CLIP demonstrates clear supremacy, con-
sistently outpacing peers with performance boosts between
8%-16%. Code will be available at https://github.
com/mainaksingha01/ODG-CLIP.

1. Introduction
Domain Generalization (DG) [56] outlines an inductive

learning strategy wherein a classifier is trained across mul-
†This work is partially done while studying at IIT Bombay, India
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Figure 1. ODG-CLIP operates as a multi-class classifier leverag-
ing prompt learning for effective management of known categories
and outliers in an ODG context. Central to its methodology is a
novel unknown-class prompt, designed for open-set samples and
integrated with CLIP’s unaltered image and text encoders, Fv and
Ft. For the training of unknown-class prompt weights, ODG-
CLIP employs pseudo-unknown image generation via stable diffu-
sion (SD) [44]. Diverging from existing methods [3,41,65], ODG-
CLIP focuses on creating a refined latent visual space to improve
visual embeddings and address domain disparities efficiently.

tiple distinct source domains with diverse data distributions
and is then applied to unknown target domains. Unlike
closed-set DG, which presupposes uniform semantic cat-
egories across domains [26, 67], Open Domain General-
ization (ODG) [48] is designed to handle both shared and
unique classes within its training ambit. Consequently, dur-
ing inference, the unlabeled target domain may include both
familiar and exclusively new categories. Despite its rele-
vance to various real-world scenarios, such as autonomous
driving and remote sensing, research specifically focused
on ODG remains scarce. Prominent ODG techniques, in-
cluding DAML [48] and MEDIC [57], incorporate meta-
learning to enhance the reliability of classifiers for train-
ing classes, thereby facilitating outlier detection alongside
recognition of known classes at inference. However, these
approaches face obstacles related to the heterogeneous na-
ture of open-domain data. Their generalization capabilities
are also compromised, in part because they rely on conven-
tional CNN frameworks, which exhibit limited adaptability.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Foundation models like CLIP [41] excel by generat-
ing rich embedding spaces through multi-modal contrastive
training, benefiting especially from prompt learning mech-
anisms [65,66] that align classification weights with textual
class labels. STYLIP [3] advances this by integrating visual
style and content in prompt learning, outperforming other
counterparts in closed-set DG, yet it has limitations. Ini-
tializing prompts from visual properties and refining them
through separate projectors adds complexity and may limit
the relevance of the downstream target domains. Moreover,
STYLIP and similar CLIP-based prompt learning strategies
struggle with outlier recognition, reducing their suitability
for ODG tasks. Efforts to tackle open-set recognition by
enhancing closed-set knowledge [34] or developing special-
ized prompts within the CLIP framework [55] have shown
promise but remain unoptimized for cross-domain scenar-
ios. The challenge of visual ambiguities also poses sig-
nificant hurdles for contrastive learning in CLIP, especially
across pronounced domain differences.

We identify three key research gaps in using CLIP for
ODG: Prompt design: Emphasizing the superiority of
domain conditional prompts in DG [3, 50], crafting con-
cise, domain-adaptable prompts merging domain-specific
and generic tokens is crucial for effective novel domain
adaptation. Multi-class classification over one-against-all
recourse for ODG [55]: Inspired by the efficacy of a uni-
fied multi-class classifier for open-set recognition [35, 37],
applying this in a CLIP framework promises enhanced per-
formance but poses challenges, particularly in prompt rep-
resentation for the open space and sourcing training images.
Domain-agnostic visual embeddings: Boosting the gener-
alizability and discriminative power of visual embeddings
could significantly enhance CLIP’s multi-domain efficacy.
Investigating the extraction of this information from learned
prompts is worth exploring.
Our proposed ODG-CLIP: We aim to solve the issues in
our proposal, ODG-CLIP (Fig. 1), as described below.

- Rethinking CLIP for open sample detection: To
unify the classification of known classes and outliers us-
ing CLIP, we propose a unique unknown-class prompt tai-
lored for detecting the open-set samples. To gather train-
ing data for this prompt, our strategy involves generating
pseudo-open images that are semantically distinct from ex-
isting categories. Moving away from conventional genera-
tive or mix-up methods [35,54], which often yield semanti-
cally inferior images, we opt to leverage a pre-trained con-
ditional diffusion model [44], renowned for its superior and
diverse image generation capabilities. To ensure the se-
mantic distinctiveness of these synthesized images, we pro-
pose to consider negative prompts encompassing the known
class names, complementing the positive prompt of the form
Generate [domain] of an unknown class.

- Interplay between novel prompt learning for DG

and enhancing visual embeddings from CLIP: Our con-
tributions in this regard encompass two main aspects.
Firstly, we introduce an innovative approach to prompt
learning for DG that incorporates visual style information
from CLIP’s vision encoder into a specialized domain to-
ken while also incorporating semantics through a distinct set
of learnable generic tokens, demonstrating a better balance
between complexity and performance than others counter-
parts [3, 20]. Secondly, we delineate a technique to aug-
ment the caliber of image embeddings. This involves the
fusion of a learnable, class-centric channel with the images
to create latents that are more discriminative than the raw
image data, as is conventionally practised [41], for visual
feature extraction from CLIP. Precisely, we propose to de-
ploy a dual-prompt strategy per image: one influenced by
both style and class information, as aforementioned, and its
counterpart driven purely by style. We theorize that the dis-
parities in embeddings of these paired prompts retain class-
specific discerning information while capturing the visual
distributions of the domain. We introduce a novel loss ob-
jective to ensure these differential vectors resonate consis-
tently for communal classes over varied domain pairs. Our
salient contributions are therefore:

[-] We propose a CLIP-based method, ODG-CLIP, to
solve the challenging ODG problem. To our knowledge,
ours is the first approach to utilizing vision-language mod-
els (VLMs) for solving ODG.

[-] In ODG-CLIP, we introduce a novel prompt learning
for DG, with a specialized prompt to tackle open-class sam-
ples and propose a way to use a pre-trained diffusion model
to obtain the pseudo-open training samples. Also, we show
how the prompt information can be leveraged to enhance
the quality of CLIP’s visual embeddings.

[-] We perform extensive validations on open and closed-
set DG tasks. ODG-CLIP is found to produce the new state-
of-the-art results on six benchmarks for both settings.

2. Related Works
Open-set Recognition (OSR) and Open-set Domain
Adaptation (OSDA): The OSR challenge [2, 23, 37, 52]
centers on proficiently discerning novel-class samples dur-
ing evaluation using training exemplars from closed-set
classes. The generative OSR techniques [12, 15, 64] aug-
ment the training set with artificially synthesized categories
outside the training set, typically using a GAN-based model
or mixing input images randomly to create pseudo-open
data [23, 33]. However, these images are mostly restricted
in semantics and confined to a lower-dimensional manifold
in the open space. The discriminative models, on the other
hand, rely on the confidence of the closed-set classifier, re-
construction loss for the samples, or metric learning to de-
tect the open data [8, 62]. Recently, CLIPN [55] has intro-
duced a negative prompt learning approach for OSR using
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CLIP, outperforming other few existing VLM-based coun-
terparts [14, 34] significantly. Notably, these models can-
not handle distribution shifts between training and test do-
mains. Similarly, OSDA [4,24,38,46] follows an OSR-like
scenario within a transductive cross-domain setting.

ODG, with its inductive nature and absence of target do-
main knowledge, presents more formidable challenges than
OSR and OSDA. Also, diverging from approaches in OSR,
we harness a pre-trained conditional diffusion model, yield-
ing images that represent the open space comprehensively.

(Open) DG: DG refers to the problem of constructing a su-
pervised learning model that is generalizable across target
distributions without the availability of any prior. The initial
studies in closed-set DG focused on DA models [28,29,59]
due to the disparity in domain distributions. Several DG
methods have since been developed, such as self-supervised
learning [6], ensemble learning [60], and meta-learning
[18, 25, 27, 32, 39, 58]. To address the domain disparity,
the concept of domain augmentation [19, 31, 63, 67, 68]
was introduced, which involves generating pseudo-domains
and adding them to the available pool of domains. Subse-
quently, the notion of ODG was introduced in [48], which
is based on domain-augmented meta-learning. MEDIC [57]
recently tackled some of the problems of [48] and pro-
posed to consider both domain-wise and class-wise gradi-
ent matching to learn a balanced decision boundary for the
closed-set classes. Moving forward, [69] and [61] further
extended the idea of multi-source ODG to accommodate a
single source domain. Unlike these models, we focus on ex-
ploring VLMs to solve the ODG task from the perspective
of prompt processing and tackle the associated challenges.

VLMs and prompt learning: The advent of multi-modal
foundation models significantly enhances textual and vi-
sual integration for image recognition, leveraging BERT [9]
and GPT [42] alongside CNN and ViT for content analy-
sis. Key VLMs, such as CLIP [41] and VisualBERT [30],
initially relied on intricate manual prompts. Prompt learn-
ing, emerging to customize these prompts for specific tasks,
involves methods like [5, 20, 21, 49, 65, 66] to make token
embeddings learnable, use projector networks for their evo-
lution, or consider the notion of token sharing between the
visual and textual modalities for multi-modal prompting.
StyLIP [3] uniquely adapts prompt learning for DG, focus-
ing on deriving prompt tokens from visual properties. Fur-
ther discussions on prompt processing are mentioned in the
Supplementary.

Our prompts, blending domain-specific and generic to-
kens, show enhanced domain adaptability compared to [3].
Additionally, we explore the novel approach of improving
CLIP’s visual embeddings via prompt utilization, without
the need for fine-tuning CLIP.

3. Proposed Methodology
In the context of ODG, we utilize multiple source do-

mains, denoted as D = {D1,D2, · · · ,DS}. Each do-
main exhibits distinct data distributions and comprises a
combination of categories specific to the respective do-
main and categories shared among them. In the training
phase, we employ labeled data samples from each domain
Ds = {(xi

s, y
i
s)}

ns
i=1, where ys ∈ Ys represents the label as-

sociated with xs ∈ Xs. The total number of unique classes
present in D is denoted as C for the joint label space Y .

The target domain, denoted as DT = {xj
t}

nt
j=1, differs

in its data distribution compared to D. This target domain
consists of unlabeled data samples, which can either belong
to one of the known classes in Y or to novel classes not
encountered during training. We aim to develop a unified
classifier considering the notion of prompt learning in CLIP
given D for effectively discerning outliers while accurately
recognizing samples from the known classes in DT .

3.1. Discussing the principles of ODG-CLIP

Learning objectives: Our proposed ODG-CLIP is founded
on three key principles: i) Our classification strategy en-
compasses C + 1 classes, where the C + 1th index is des-
ignated for the novel unknown-class. This class utilizes
specific prompts, the weights of which are shaped by syn-
thetic images generated using a diffusion model [44]. ii)
We advocate for adaptive prompt learning across all classes,
enabling the capture of domain-specific distributions and
overarching semantic contents through distinct token sets.
iii) To further refine visual-textual contrastive learning for
ODG-CLIP, we focus on enhancing the discriminability of
visual embeddings. This is achieved by establishing a latent
visual space, guided by the prompts we’ve developed. Our
goal is to address these aspects cohesively in ODG-CLIP.
Walking through ODG-CLIP: ODG-CLIP (Fig. 2) is built
upon the frozen vision and text encoders, Fv and Ft, from
CLIP. The pre-trained stable diffusion model Fdiff takes a
pair of positive and negative prompts (PP and NP) as input,
and the generated images are represented by Dopen. The
new training set is Daug = D ∪ Dopen, and the label space
is Yaug = Y ∪ unknown. In the following, we outline the
methodologies implemented to achieve our objectives.

- Pseudo-open image synthesis using stable diffusion:
As mentioned, to train the unknown-class prompts to rec-
ognize the outlier samples, we seek to generate pseudo-
open samples with improved quality and semantic versatil-
ity, which the traditional interpolation/extrapolation or ad-
versarial approaches fail to deliver. As a remedy, we pro-
pose to utilize the pre-trained Stable Diffusion v1-5 model
[44]. While numerous text-to-image generation techniques
exist [36, 43, 45], our preference stems from the impressive
inference speed, the latent diffusion models provide. For
generating images, we use direct PP like a [domain]
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Figure 2. Model architecture of ODG-CLIP, which consists of three main components for designing a multi-class closed-open class
classifier using prompt learning with a novel unknown-class prompt for the outliers. Firstly, we propose to generate pseudo-open samples
using a pre-trained diffusion model by employing specialized positive and negative textual instructions. The combined images D ∪Dopen

go through the prompt learning stage with specialized projectors (Fdom), where two types of prompts are learned per image, one using
domain+class information, and the other using only domain information. Their difference is used to obtain the latent visual representation
x̃ for a given image x conditioned on the class labels from Yaug , through Fup and Fproj

v . The model is trained using Lcon + Lsem given
all the source domains in D ∪ Dopen. During inference, we create the latent representations for a target image with respect to all the class
labels, and the class maximizing Eq. 2 is selected.

of an unknown class along with category NP that
include class names from Y , where [domain] refers to the
names of the source domains. Our aim is to create potential
open-class images that conform to the style characteristics
of these known source domains, but diverge from the known
semantics of Y simultaneously. Positive prompts typically
guide the structural composition of images within the la-
tent space. However, by adjusting unconditional sampling
to incorporate negative prompts and purposefully excluding
negative latents from the conditioned set, we strive to gen-
erate images with distinctive characteristics from D. Please
refer to [44] for further details.

However, upon observation, it became evident that some
of the generated images were devoid of significant seman-
tics, leading to images mainly marked by uniform regions.
To address this issue, we decided against incorporating such
subpar images. Instead, we introduced a simple filtering
method: applying a threshold to the entropy of the grayscale
renderings of the generated images, proficiently weeding
out the low-entropy images from Dopen.

- Domain-aware prompt learning: Our method of-
fers a dynamic approach to prompt learning, seamlessly
weaving style elements from the visual domain into a set
of task-specific, learnable tokens. This form of domain
conditioning proves highly effective for DG, allowing the
model to adapt fluidly to new target domains as needed. We
adopt a straightforward technique to capture domain infor-
mation, utilizing visual feature statistics from Fv , akin to
the method used in [3]. However, our approach diverges

from [3]’s more complex setup, which initializes all tokens
with multi-scale visual style or content features. Instead,
we integrate a singular domain token, with the remaining
tokens positioned as adaptable variables, tailored to suit the
task-centric requirements. This configuration achieves a
more harmonious balance between task specificity and do-
main adaptability compared to [3].

Specifically, we propose defining two types of prompts
for serving classification and upgrading the visual em-
beddings simultaneously. One is conditioned on do-
main and class information, denoted as Pdomx,cls(x) =[
[domx], [ν1], · · · , [νM], [cls]

]
. The other is condi-

tioned solely on the domain, denoted as Pdomx(x) =[
[domx], [ω1], · · · , [ωN ]

]
. The domain token, [domx], is

based on the mean and standard deviation, calculated from
the final visual feature embedding Fv(x) for x, represented
as [µx;σx]. It is mapped to the textual space through the
projector Fdom: domx = Fdom([µx;σx]). [cls] denotes
the embeddings of the class names in Yaug . In contrast, the
generic tokens ν and ω are directly learned. Ft(Pdom,cls)
and Ft(Pdom) denote the prompt embeddings.

- Generating latent visual space for obtaining im-
proved visual embeddings: To enhance visual-textual con-
trastive learning with Lcon (Eq. 1) amidst domain di-
versity, we aim to create a semantically rich and class-
discriminative latent space from images. We intend to en-
sure uniformity in features Fv extracted from these repre-
sentations for similar-class samples across domains, guided
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by our consistency loss Lsem (Eq. 3). Our method
leverages prompt embeddings Ft(Pdom,cls) and Ft(Pdom)
to imbue images with discriminative qualities, facilitat-
ing latent space formation. These prompts inherently
capture domain nuances, making the latent space robust
against overfitting. Precisely, our proposed approach in-
volves generating a discriminative knowledge per class,
denoted by x̂y , for a given x, via element-wise subtrac-
tion (⊖) of Ft(Pdomx,y(x)) from Ft(Pdomx

(x)). An up-
sampling convolution block, Fup, then resizes x̂y to align
with the spatial dimensions of x. Following this, x and
Fup(x̂

y) are concatenated and processed through the vision
projector Fproj

v , yielding the latent representation x̃y =
Fproj

v ([x;Fup(x̂
y)]) and which is then inputted into Fv to

extract the visual embeddings Fv(x̃
y). This is followed for

all y ∈ Yaug to aid in the calculation of the loss functions.

3.2. Loss functions, training, and inference

Lcon: Visual-textual contrastive learning using pro-
posed embeddings: We train the prompt tokens using Daug

for both known and unknown class names in Yaug . In
opposition to all the CLIP-based models [3, 41, 66] that
take Fv(x) as the visual embeddings for contrastive learn-
ing, our proposal considers Fv(x̃) instead. Precisely, given
Fv(x̃

y) and Ft(Pdomx,y(x)), Lcon is defined as follows,

Lcon = min
Pdom,class,Pdom,Fdom,Fup,Fproj

v

E
(x,y)∈P(Daug)

− log p(y|x̃y, x)
(1)

where we calculate p(y|x̃y, x) as follows, given δ as the
cosine similarity and τ as a hyper-parameter.

p(y|x̃y, x) =
exp(δ(Ft(Pdomx,y(x)),Fv(x̃

y))/τ)∑
y′∈Yaug

exp(δ(Ft(Pdomx,y′(x)),Fv(x̃y′))/τ)

(2)
An intriguing aspect of Lcon is that while the generated

latent space is utilized for visual feature extraction, the style
information is derived from the original image in the prompt
embeddings. This intuitive strategy forms the cornerstone
of our enhanced contrastive mapping.
Lsem: Proposed cross-domain semantic consistency
loss: Our objective is to ensure uniformity in the infor-
mation derived from |Ft(Pdom,cls) ⊖ Ft(Pdom)| through
Lsem, aiming to cultivate a robust class-wise correlation in
the derived latent visual representations across images from
different domains but sharing identical class labels. Addi-
tionally, this helps implicitly disentangle style and seman-
tics within the prompt space, leading to a highly generic
embedding space. The other prompt learning approaches,
including [3], do not offer such insights.

To illustrate this mathematically, consider two images,
xi and xj , both belonging to class y but originating from
different source domains, designated as (xi

k, y) ∈ Dk and

(xj
l , y) ∈ Dl, respectively, and Dk,Dl ∈ Daug . Lsem is

then conceptualized as the cosine distance between their
respective prompt differential vectors, as follows,
Lsem = min

Pdom,class,Pdom

E
P(Daug)

(1− δ(|Ft(Pdom
xi
k
,y(x

i
k))

⊖Ft(Pdom
xi
k

(xi
k))|, |Ft(Pdom

x
j
l

,y(x
j
l ))⊖Ft(Pdom

x
j
l

(xj
l ))|))

(3)

Total loss: We train the prompts and the projectors
(Fdom,Fup,Fproj

v ) with the combined loss Lcon + Lsem.
Inference: During inference, we generate x̃y′

t for a given
xt ∈ DT for all the y′ ∈ Yaug . The y′ maximizing
p(y′|x̃y′

t , xt) (Eq. 2) is selected as the predicted label.

4. Experimental Evaluations
Datasets: We evaluate the efficacy of ODG-CLIP using
six benchmark datasets: PACS [26], VLCS [13], Office-
Home [53], Multi-Dataset [48], Digits-DG [67], and the
large-scale Mini-DomainNet [40]. Details on the dataset
splits are provided in the supplementary.
Architecture details: In our proposed architecture, Fup

is composed of four transpose convolution layers comple-
mented with ReLU activations. For the final layer, we em-
ploy bilinear interpolation to ensure a perfect alignment
with the input of Fv . Meanwhile, Fproj

v incorporates just
one convolutional layer, tasked with reducing the input
channel count from four to three. On the other hand, Fdom

is designed with a single dense layer. We select ViT-B/32
[10] as the backbone for Fv and the Transformer [51] for
Ft for all the CLIP-based experiments.
Training and evaluation protocols: We conduct train-
ing over 10 epochs, starting with a warm-up learning rate
of 0.01 and using the Adam optimizer [22] in conjunc-
tion with a scheduler. The batch size is set to 32 for the
PACS, VLCS, Office-Home, and Digits-DG, while for the
Multi-dataset and Mini-DomainNet, we use a batch size
of 8. To counteract the bias arising from an excess num-
ber of unknown labeled images, we limit our generation to
only 25% of the batch size’s amount of images for each
source domain during training. While generating the syn-
thetic images, a threshold of 0.2 was fixed for rejecting
images with low-entropy values in Dopen. We consider
a consistent context length of four for all the CLIP-based
models, following [66]. To assess our model’s perfor-
mance, we employ two primary metrics in line with the
leave-one-domain-out [3] protocol where the model
is trained in all but one domain which is used during eval-
uation. We first use the top-1 accuracy (Acc) to gauge the
model’s effectiveness on closed-set classes. The harmonic
mean (H-score) is also calculated to represent performance
across closed-set and open-set samples. For closed-set DG,
we showcase the top-1 accuracy. The reported results de-
note the average over three runs.
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Table 1. Comparative analysis for PACS, VLCS, Office-Home, Digits-DG, Multi-Dataset and Mini-DomainNet in ODG setting on average
ACC and H-score over all the domain combinations following leave-one-domain-out protocol. Here, SD [44] represents stable diffusion.

Methods PACS VLCS OfficeHome Digits-DG Multi-Dataset Mini-DomainNet Average

Acc H-score Acc H-score Acc H-score Acc H-score Acc H-score Acc H-score Acc H-score

C
N

N
-b

as
ed Cumix [33] 57.85 41.05 52.46 50.11 51.67 49.40 58.13 54.20 42.18 46.91 50.27 39.16 52.09 46.81

MixStyle [68] 63.35 48.30 52.30 50.61 53.52 49.53 60.23 56.35 42.18 46.91 50.43 40.25 53.67 48.66
DAML [48] 65.49 51.88 53.53 51.59 56.45 53.34 59.51 55.61 46.61 51.71 52.81 43.63 55.73 51.29
MEDIC [57] 89.81 83.03 57.28 55.73 60.26 57.91 83.28 66.30 50.74 53.13 55.29 45.71 66.11 60.30

C
L

IP
-b

as
ed

CLIP [41] 95.16 76.77 91.84 72.94 81.43 63.62 77.08 61.95 77.88 72.19 84.50 68.94 84.65 69.40
CLIP + OpenMax [2] 93.45 79.13 92.09 73.67 81.00 61.54 76.93 62.78 78.34 73.26 81.89 69.40 83.95 69.96
CLIP + OSDA [38] 92.62 75.40 90.21 70.89 82.58 67.35 80.53 65.70 74.45 75.22 82.00 73.62 83.73 71.36
CoOp [66] 78.77 26.87 92.02 39.26 73.85 36.26 58.54 34.81 66.03 44.34 61.13 68.34 71.72 41.65
CoCoOp [65] 85.76 32.93 89.47 37.01 75.38 34.38 52.77 33.50 64.84 47.57 60.63 56.30 71.48 40.28
MaPLe [20] 93.97 48.47 89.70 43.33 79.47 33.06 70.54 43.83 69.34 62.20 74.67 60.57 79.62 48.58
LASP [5] 88.45 30.37 90.67 39.41 76.13 34.52 60.89 35.23 66.78 50.22 62.34 61.56 74.21 41.89
PromptSRC [21] 94.53 43.32 90.13 42.78 80.21 36.40 75.34 44.25 65.51 59.45 73.60 62.56 79.89 48.13
CLIPN [55] 96.24 45.00 84.82 50.72 84.55 42.83 81.70 45.56 77.16 62.60 77.38 66.92 83.64 52.27
STYLIP [3] 95.36 50.74 90.75 65.66 84.73 60.97 80.59 58.15 79.88 71.99 80.22 69.11 85.26 62.77
CLIPN + STYLIP 96.37 64.46 84.65 68.02 83.67 76.50 82.14 59.24 76.93 72.15 86.59 76.18 85.06 69.43
MaPLe + SD 91.47 82.60 91.70 72.67 85.02 80.60 79.92 65.82 77.62 72.83 83.79 79.30 84.92 75.64
PromptSRC + SD 93.21 87.95 90.34 72.62 84.60 83.31 80.92 65.37 78.44 77.89 83.87 82.95 85.23 78.35
STYLIP + SD 91.78 87.42 92.11 73.34 85.51 81.22 81.45 68.10 79.05 78.52 84.12 83.21 85.67 78.64

ODG-CLIP 99.53 99.70 95.71 86.53 98.32 96.08 91.53 78.27 84.60 90.00 95.68 94.48 94.23±0.19 90.84±0.26

4.1. Comparison to the literature
Competitors: We carried out in-depth comparisons of
our ODG-CLIP model against traditional ODG methods,
including [33, 48, 57, 68]. Notably, these methods are
grounded on conventional CNN backbones like ResNet-
18 [16] and use a confidence-driven classification for OSR,
where a sample with low classification probability for the
closed-set classes is marked as an outlier. Furthermore,
we conducted exhaustive evaluations against CLIP-based
models: Baseline CLIP [41]: This method evaluates the
OSR prowess by gauging the prediction confidence of tar-
get images concerning manually defined prompts for the
known classes, exemplified as a photo of a [CLS].
CLIP features paired with OpenMax (OSR) [2]: Here,
we combined pre-trained CLIP features with the Open-
Max technique to cultivate a joint closed-open set classi-
fier using the amalgamated source domains. CLIP fea-
tures paired with OSDA [38]: We combined the pre-
trained CLIP with OSDA-BP [38] for open-set DA, consid-
ering a blended source domain and assuming that the tar-
get domain is known. Prompt learning techniques: We
assessed a variety of prompt learning strategies, inclusive
of [3, 20, 21, 65, 66], adopting a confidence-centric open-
set prediction approach, similar to the baseline CLIP eval-
uation mentioned above. Incorporation of models with
an unknown-class prompt (Model + SD): For models
such as [20], [21] and [3], we enriched them by adding
the unknown-class prompt that relies on our considered
diffusion-based pseudo-open sample synthesis for training
this prompt. For LASP [5], an extra unknown-class was
considered for text-to-text contrastive loss during training,
and the open-set novel class samples were classified into
this unknown class during evaluation. CLIP-based open-
set classification (CLIPN) [55]: This method employs
CLIP for OSR through the training of a sophisticated en-
coder for negative-class tokens. Additionally, we integrated

the prompt learning of STYLIP [3] into the CLIPN archi-
tecture, replacing the hand-crafted tokens. When it comes
to closed-set DG, we scrutinized leading non-CLIP methods
[1, 7, 17], as well as the prompt learning-based approaches.
Discussions on ODG and closed-set DG performance:
In Table 1, we compare ODG across six datasets. ODG-
CLIP notably surpasses Cumix [33], MixStyle [68], DAML
[48] and MEDIC [57] in H-score, posting gains of 44.03%,
42.18%, 39.55% and 30.54%, respectively. Remarkably,
against the zero-shot CLIP approach, ODG-CLIP exhibits
a marked superiority, registering a significant boost of
21.44% in the H-score. When juxtaposed with other
prompt learning techniques, ODG-CLIP continues to im-
press. While integrating explicit unknown-class prompt
learning in [3, 20, 21] does improve performance relative
to their confidence-centric prediction counterparts, they re-
main eclipsed by ODG-CLIP. Furthermore, while CLIPN
[55] manages to outscore several competitors in H-score,
ODG-CLIP ultimately trumps CLIPN, benefiting from its
embrace of cross-domain learning — a facet absent in
CLIPN. In this regard, STYLIP+CLIPN improves the per-
formance of CLIPN substantially but is still poor than
ODG-CLIP by ≈ 21% in H-score. Finally, STYLIP+SD
provides the best result among the competitors, resulting
in the average H-score of 78.64%. However, it lags ODG-
CLIP, which outputs an average H-score of 90.84%.

This improvement in performance can be attributed to
enhanced visual feature extraction and our innovative ap-
proach to generalizable prompt learning, which fosters
a more integrated alignment of image and prompt at-
tributes. Additionally, by simultaneously addressing open
and closed-set classification tasks, we enhance the discrim-
inative quality of the embedding space. This leads to a bal-
anced and harmonious performance across both closed and
open classes, a synergy often lacking in other models.

In line with the trends observed in ODG tasks, ODG-
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Table 2. Mean leave-one-domain-out performance on PACS,
VLCS, Office-Home, Digits-DG and Mini-DomainNet for DG.

Methods PACS VLCS O.H. D-DG M.DNet Avg.

C
N

N SWAD [7] 88.10 79.10 70.60 - - 79.27
EoA [1] 88.60 79.10 72.50 - - 80.07
DandelionNet [17] 89.20 81.60 70.40 - - 80.40

C
L

IP
-b

as
ed

CLIP [41] 94.89 82.14 78.40 64.59 78.73 79.75
CoOp [66] 97.11 83.34 81.33 77.11 72.30 82.23
CoCoOp [65] 96.54 85.02 81.05 79.36 71.51 82.70
MaPLe [20] 97.72 86.75 83.52 80.25 73.87 84.42
LASP [5] 97.02 87.25 84.13 79.92 70.67 83.80
PromptSRC [21] 98.02 86.34 83.89 82.40 76.10 85.35
STYLIP [3] 98.17 87.21 85.94 81.62 80.43 86.67

ODG-CLIP 99.83 95.74 96.91 96.38 96.65 97.10

CLIP consistently outperforms all competitors in closed-
set DG tasks across all datasets. Closed-set DG represents
a special case of ODG, which does not include any cate-
gory shift among the domains. As illustrated in Table 2,
ODG-CLIP showcases its superiority over traditional DG
methods based on the conventional CNN backbones like
SWAD [7], EoA [1], and DandelionNet [17]. Notably,
ODG-CLIP outperforms SWAD, EoA, and DandelionNet
by an average Acc of 17.83%, 17.03%, and 16.70%, respec-
tively. Furthermore, when compared against prompt learn-
ing benchmarks, ODG-CLIP demonstrates significantly im-
proved performance, outperforming CoOp [66] by 14.87%,
CoCoOp [65] by 14.40%, MaPLe [20] by 12.68%, and
STYLIP [3] by 10.43%.

4.2. Ablation analysis 1

(i) How do Lsem and x̂ help ODG? While x̃ introduces
class-discriminative information to images, Lsem maintains
the consistency of this information across various domains.
Their roles are interconnected, influencing the ODG perfor-
mance significantly. In this context, we begin by assess-
ing the influence of Lsem, as detailed in Table 3. Across
all datasets, we notice a consistent enhancement in closed-
set performance by approximately 3− 4% and nearly a 5%
surge in H-score compared to the model without Lsem.
Table 3. Ablation analysis for Lsem and x̂ in our proposed ODG-
CLIP. Manual x̂ refers to the case where x̂ is derived from the
ready-made embeddings of the class names.

Methods PACS O.H. M.Data M.DNet

Acc H Acc H Acc H Acc H

w/o x̂ and Lsem 90.47 88.34 92.21 87.00 73.56 75.73 87.24 83.51
w/o Lsem, with x̂ 94.21 92.56 95.67 91.56 80.34 85.32 91.24 90.88

Manual x̂ 93.54 92.82 95.31 91.22 78.53 79.26 90.65 86.52

Full (ours) 99.53 99.70 98.32 96.08 84.60 90.00 95.68 94.48

We also examined the impact of x̂ by considering a
model configuration in which x̂ is not combined with x.
As indicated in Table 3, incorporating x̂ leads to marked
improvements in performance for both closed and open
classes. Furthermore, we investigated an alternative sce-
nario where x̂ is derived from the embeddings of class

1More analysis on domain alignment, prompts management, qualita-
tive visualizations, model complexity analysis, etc. are mentioned in the
supplementary.

WithWithout

CLIPN+StyLIP ODG-CLIPMaPLe StyLIP CLIPN

Figure 3. Top: Ablation on the average cosine similarity values
of x̂ on four shared classes across the domains in PACS, Below:
Openness analysis of different methods on Office-Home.

names. In this setup, each class name yields a singular x̂, re-
gardless of the domain distinctions. This approach contrasts
with our methodology, where x̂ inherently captures the vi-
sual space distribution, reflecting domain-specific dynam-
ics. In comparison, this static method of manually deriving
x̂ does not account for the variability across domains, lead-
ing to lesser adaptability. The advantages of our approach
are evident in the results, demonstrating a consistent 5-11%
increase in the H-score compared to the manual approach.

Our hypothesis posits that employing Lsem ensures
consistent representation in x̂ for images from shared
classes across different domains. To substantiate this, we
conducted an in-depth analysis of the average pairwise
cosine similarity of x̂ for four shared classes within the
PACS dataset, as depicted in Figure 3 (Top). We exam-
ined two specific scenarios: (i) where x̂ is derived using our
method but without the integration of Lsem in our train-
ing objective, and (ii) utilizing the complete ODG-CLIP
model with Lsem. The results reveal that the full ODG-
CLIP model, incorporating Lsem, exhibits a higher average
cosine similarity compared to the version without Lsem.
This outcome supports our assertion that Lsem indeed pro-
motes uniformity in the augmented features embedded into
the images, reducing the domain divergence considerably.
We further report the Frećhet [11] distance between the
source and target domains to justify the better domain align-
ment offered by ODG-CLIP in the Supplementary.
(ii) Openness analysis of ODG-CLIP: To assess ODG-
CLIP’s effectiveness in scenarios with varying levels of
’openness’, defined by the number of unknown classes com-
pared to the known classes in DT , we segmented the Office-
Home dataset into subsets with different distributions of
known and unknown classes: specifically, splits of 30/35,
40/25, and 50/15. When compared with existing tech-
niques like [3, 20, 55] and their combinations, as shown in
Figure 3 (Below), ODG-CLIP demonstrates superior capa-
bility in differentiating known from unknown classes. This
proficiency is highlighted by margins of 7.41%, 9.79%, and
9.50% in the respective dataset splits.
(iii) Comparison of the proposed diffusion-based
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Figure 4. Comparison of ODG-CLIP with Cumix [33] and Open-
GAN [23] on inception score for the generated open-set samples.

pseudo-open image generation to the literature: To es-
tablish the superiority of the diffusion-based pseudo-open
image synthesis, we compared it against two established
counterparts. The first, cumix [33], blends two images with
a Dirichlet coefficient, classifying the resultant image as
outside the known class set. The second, OpenGAN [23],
employs adversarial learning to create outlier images dis-
tinct from the known classes. We integrated both these
methods with ODG-CLIP for open sample synthesis, re-
placing our diffusion-based approach.

Table 4. Analysis of the effects of pseudo-open image generation
by our diffusion model and methods from the OSR literature.

Methods PACS O.H. M.Data M.DNet

Acc H Acc H Acc H Acc H

OpenGAN [23] 95.89 91.35 91.57 90.23 79.93 80.41 92.80 89.76
Cumix [33] 95.61 93.08 95.42 92.11 80.97 85.92 91.63 91.02
With SD [44] (Ours) 99.53 99.70 98.32 96.08 84.60 90.00 95.68 94.48

Our analyses, detailed in Table 4, highlight the diffu-
sion method’s enhanced performance, evidenced by consis-
tently higher H-scores. This suggests the diffusion model’s
proficiency in effectively mapping the open space, leading
to more accurate classification weights for the unknown-
class prompts. The qualitative analysis in Fig. 4, along with
the inception scores [47] of the generated images, further
affirm the diffusion method’s effectiveness. Images gener-
ated using cumix and OpenGAN exhibited lower quality, as
indicated by their inception scores of 1.18 and 1.35, respec-
tively. In contrast, the diffusion-based approach success-
fully synthesized high-quality open-set samples, achieving
a significantly higher inception score of 6.67.

Table 5. Analysis of prompts in ODG-CLIP. B1-3 defines the dif-
ferent baseline cases as mentioned below.

Baselines PACS O.H. M.Data M.DNet

Acc H Acc H Acc H Acc H

B1-manual 92.28 80.56 84.50 65.85 78.23 75.59 82.24 70.41
B2-manual 93.42 84.61 88.52 73.89 80.95 80.67 88.56 83.60
B3-Gaussian 93.72 93.84 94.60 88.34 78.92 76.34 90.51 88.78

ODG-CLIP 99.53 99.70 98.32 96.08 84.60 90.00 95.68 94.48

(iv) Analysis of the prompts in ODG-CLIP: In order to

explore the nuances of prompt processing in ODG-CLIP,
we conducted an ablation study, detailed in Table 5, fo-
cusing on three distinct configurations: (B1-manual): This
setup involves the use of manually defined prompts for both
Pdom,cls and Pdom, e.g. [dom] of a [cls] and This
is a [dom], where [dom] can sketch/painting etc. (B2-
manual): In this scenario, the [dom] token is manually ini-
tialized, but the generic prompts (ω, ν) are set as learnable
parameters. (B3-Gaussian): This approach aligns with our
proposed method for prompt processing, except we initial-
ize ω and ν with noise sampled from a normal distribution
N (0, I). This is in contrast to our full model, which begins
the refinement process with these variables initialized from
the embedding of the phrase ‘Image of a’. The results
demonstrate that our strategies for prompt processing out-
perform the other baselines convincingly.
(v) Impact of NP on performance: In this regard, we seek
to evaluate ODG-CLIP’s performance with stable diffusion-
driven pseudo-open samples generated using only PP and
combined PP and NP. Positive prompts alone proved am-
biguous for precise content generation, while negative
prompts enhanced clarity on excluding elements for un-
known classes. Without NP, the lack of specificity degraded
visual-textual mapping in ODG-CLIP, affecting classifica-
tion accuracy. Employing both positive PP and NP yielded
pseudo-open images with varied granularities, improving
classifier’s robustness for the open samples (Table 6).

Table 6. Importance of negating prompts (NP) together with posi-
tive prompts (PP) for open image synthesis using diffusion.

Methods PACS O.H. M.Data M.DNet

Acc H Acc H Acc H Acc H

Only PP 92.45 92.16 93.72 90.83 78.20 81.57 91.30 89.78
PP + NP 99.53 99.70 98.32 96.08 84.60 90.00 95.68 94.48

5. Takeaways & Future Scope

This paper presents ODG-CLIP, an innovative solution
tailored to the complex and relatively unexplored domain
of open-domain generalization, viewed through the lens
of prompt learning in CLIP. Central to ODG-CLIP are
three pivotal innovations: Domain-aware prompt learning,
Prompt-driven visual embedding enhancement, and Unified
classification for known and novel categories. We develop
a unique unknown-class prompt to handle the outliers dur-
ing testing, specifically trained with data generated by cap-
italizing on conditional diffusion models. In our extensive
evaluations across both closed-set and open-set DG settings,
ODG-CLIP has demonstrated superior performance over
existing methodologies. A possible future direction may
consider the dense prediction tasks in the ODG setting.

The authors gratefully acknowledge the im-
mense support provided by Aisin Corporation, Japan.
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