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Figure 1. Visualization displaying 4× super-resolution results generated by our Cognitive Super-Resolution (CoSeR) model. CoSeR
adeptly extracts cognitive information from a low-resolution (LR) image and utilizes it to generate a high-quality reference image. This
reference image, aligning closely with the LR image in terms of semantics and textures, significantly benefits the super-resolution process.
For conciseness, we denote the input, generated reference, and restoration result as LR, GR, and SR, respectively. Best viewed zoomed in.

Abstract

Existing super-resolution (SR) models primarily focus on
restoring local texture details, often neglecting the global
semantic information within the scene. This oversight can
lead to the omission of crucial semantic details or the intro-
duction of inaccurate textures during the recovery process.
In our work, we introduce the Cognitive Super-Resolution
(CoSeR) framework, empowering SR models with the ca-
pacity to comprehend low-resolution images. We achieve
this by marrying image appearance and language under-
standing to generate a cognitive embedding, which not only
activates prior information from large text-to-image dif-
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fusion models but also facilitates the generation of high-
quality reference images to optimize the SR process. To fur-
ther improve image fidelity, we propose a novel condition
injection scheme called “All-in-Attention”, consolidating
all conditional information into a single module. Conse-
quently, our method successfully restores semantically cor-
rect and photorealistic details, demonstrating state-of-the-
art performance across multiple benchmarks. Project page:
https://coser-main.github.io/

1. Introduction
Real-world image super-resolution (SR) is a fundamental
task in the realm of image processing, aimed at enhanc-
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ing low-resolution (LR) images to yield the high-resolution
(HR) counterparts [36]. Its versatile applicability spans crit-
ical domains, including mobile phone photography [5], au-
tonomous driving [31], and robotics [55], while also influ-
encing various computer vision tasks, notably object detec-
tion [16], segmentation [54] and recognition [8, 15].

Despite significant advancements in this field in recent
years, the processing of complex real-world scenarios con-
tinues to pose enduring challenges. Utilizing image priors
is a common strategy for tackling real-world SR problems.
These priors may be either introduced explicitly in the form
of reference images [3, 22, 37, 63, 65, 66, 77, 79, 80], or
implicitly leveraged through pre-trained generative mod-
els [4, 13, 14, 23, 35, 41, 44, 53, 58, 60, 68, 69, 72]. Es-
pecially, the recently emerged text-to-image diffusion mod-
els [45, 47–49] exhibit a remarkable capability to generate
high-quality images based on user-provided prompts. These
models not only possess strong image priors but also allow
precise responses to human instructions in the form of lan-
guage. This opens up the potential to bridge low-level im-
age processing and high-level abstract cognition.

Consider the process by which human experts restore
low-quality images [43, 56]: They start by establishing a
comprehensive understanding of the image, encompassing
scene identification and primary subject recognition. Sub-
sequently, their focus shifts to a meticulous examination and
restoration of finer image details. In contrast, conventional
image super-resolution techniques [27, 32, 35, 53, 57, 76],
adhere to a bottom-up approach, primarily concentrating
on local content and direct pixel-level processing. Conse-
quently, these methodologies exhibit inherent limitations in
grasping the holistic image context, often failing to restore
severely degraded yet semantically vital details. Moreover,
given the ill-posed nature of LR images, there is a possibil-
ity for introducing semantically erroneous textures [56].

To surmount these challenges, there arises a compelling
rationale for imbuing the SR model with “cognitive” ca-
pabilities. In this pursuit, we introduce a pioneering
SR methodology known as Cognitive Super-Resolution
(CoSeR). Our approach aligns with the top-down cogni-
tive process employed by humans in image perception. It
commences with the generation of cognitive embeddings,
a representation that encapsulates the overarching compre-
hension of the LR image, containing both scene semantics
and image appearance. This cognitive embedding allows us
to precisely leverage the implicit prior knowledge embed-
ded in pre-trained text-to-image generation models, result-
ing in an enhanced capacity to restore image details in a
manner akin to human expertise. Previous work [56] uses
segmentation maps to offer semantics. However, acquiring
ideal segmentation maps for real-world LR images remains
difficult, even with advanced models like [26]. Moreover,
semantic segmentation is constrained by predefined cate-

gories, limiting its applicability to open-world scenes.
Apart from implicitly leveraging diffusion priors, we

also advocate for the explicit utilization of image priors. We
introduce a novel approach where we employ cognitive em-
beddings derived from LR inputs to generate reference im-
ages through diffusion models. These reference images are
subsequently utilized to guide the restoration process. As
shown in Figure 1, our cognitive embedding contains lan-
guage understanding while preserving the color and texture
information of the image, thus producing high-quality refer-
ence images that are not only semantically aligned but also
similar in appearance. This explicit approach brings sub-
stantial improvements in capturing high-definition textures
compared to relying solely on implicit diffusion knowledge.

We have established both implicit and explicit cognitive
priors for LR inputs. Then incorporating these priors effec-
tively into our model is pivotal. Unlike the typical condi-
tional generation methods [20, 42, 74, 78], super-resolution
demands a heightened level of fidelity between outputs and
low-quality inputs. In order to concurrently ensure tex-
ture realism and fidelity, we introduce an “All-in-Attention”
design, which integrates multiple information sources via
an attention mechanism, including cognitive embeddings,
reference images, and LR inputs. This approach allows
our model to flexibly use different conditional components,
yielding improved results. Our experiments show that our
model excels in preserving fidelity compared to previous
methods while generating more intricate textures.

The contributions of this paper can be summarized as:
• We introduce CoSeR, a novel framework for high-detail

image super-resolution. CoSeR autonomously extracts
cognitive embeddings from LR images, harnessing im-
plicit diffusion priors to enhance the LR input.

• We incorporate diffusion priors explicitly by creating se-
mantically coherent reference images, which act as guid-
ance to improve the quality of the restored image.

• To enhance image fidelity, we introduce a novel “All-in-
Attention” architecture to integrate conditional informa-
tion into the SR model. Our method achieves state-of-
the-art performance across multiple benchmarks.

2. Related work

2.1. Real-World Image Super-Resolution

Real-world image SR has primarily revolved around two
avenues: data utilization and image prior incorporation.

The first category involves the creation of diverse and
realistic pairwise data by adapting the physical collection
means [2, 6, 61] or improving the generation pipeline [1,
59, 70, 73]. Also, several works [40, 62, 71] combine both
paired and unpaired data with weak supervision to enhance
performance in real-world scenarios.

The second line focuses on the use of image priors.
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While the “learning-from-scratch” approaches [50, 59, 73]
demand substantial data and computational resources, using
pre-trained generative models with rich texture priors has
become a practical and economical practice. Several stud-
ies [4, 14, 30, 41, 44, 58, 68] have leveraged pre-trained
Generative Adversarial Networks (GANs) to improve the
super-resolution process. Nonetheless, these methods occa-
sionally suffer from the generation of unrealistic textures,
owing to the inherent limitations of GANs [34, 64]. Con-
sequently, there is a growing interest in utilizing more ad-
vanced pre-trained generative models, such as the denoising
diffusion models [19, 52], in recent research.

2.2. Diffusion-Based Super-Resolution

Recent approaches [23, 60, 72] utilize implicit knowledge
from pre-trained diffusion models [10], yet they typically
focus on non-blind degradation [60] or specific domains
like facial images [72]. In an alternative strategy proposed
by Fei et al. [13], the simultaneous estimation of the degra-
dation model is applied to address blind degradation. How-
ever, this method relies on test-time optimization and pri-
marily explores SR under linear degradation, thereby ex-
hibiting limitations in handling real-world complexities.

Other approaches [35, 53, 69] leverage recent advance-
ments in large-scale text-to-image diffusion models [45,
47–49]. These models, trained on extensive datasets of
high-definition images, provide enhanced capabilities for
processing diverse content. StableSR [53] stands as a pi-
oneering work, which harnesses prior information from dif-
fusion model. DiffBIR [35] combines a traditional pixel
regression-based image recovery model with the text-to-
image diffusion model, mitigating the adverse effects of
LR degradation on the generation process. Despite notable
advancements in visual quality, these methods have yet to
fully harness the potential of text-to-image generation mod-
els, mainly due to the limited image content comprehension.

2.3. Reference-Based Super-Resolution

The reference image serves as an explicit prior, ideally
containing content relevant to the LR image to facilitate
the generation of high-definition details. Recent advance-
ments in reference-based SR can be categorized into two
branches [37]. One branch prioritizes spatial alignment,
employing techniques like CrossNet [79] and SSEN [3].
However, these methods often encounter challenges in
establishing long-distance correspondences. The other
branch, represented by SRNTT [77], TTSR [66], MASA-
SR [37], and CFE-PatchMatch [63], utilizes patch-matching
mechanisms to facilitate the establishment of long-range
connections between the reference map and the LR im-
age. Yet, manually specifying reference images in real sce-
narios is labor-intensive, motivating the development of an
automated and high-quality reference generation approach.

DWTrans [28] employs a Stable Diffusion model [48], fine-
tuned on the SR datasets, to function as a self-referencing
image generator. However, it does not fully leverage the
pre-trained prior knowledge to generate reference images
of sufficiently high definition.

3. Methodology
Our Cognitive Super-Resolution (CoSeR) model employs a
dual-stage process for restoring LR images. Initially, we
develop a cognitive encoder to conduct a thorough analysis
of the image content, conveying the cognitive embedding to
the diffusion model. This triggers the activation of image
priors within the pre-trained Stable Diffusion model [48],
facilitating the restoration of intricate details. Additionally,
our approach utilizes cognitive understanding to generate
high-fidelity reference images that closely align with the
input semantics. These reference images serve as auxil-
iary information, contributing to the enhancement of super-
resolution results. Ultimately, our model simultaneously
applies three conditional controls to the pre-trained Stable
Diffusion model: the LR image, cognitive embedding, and
reference image, as detailed in Figure 2.

3.1. Cognitive Encoder

To distill cognitive information from LR images, our model
commences with LR preprocessing aimed at mitigating the
impact of degradation. We use a lightweight SRResnet [27]
for 4× super-resolution, without additional supervision. We
then utilize a pre-trained CLIP [46] image encoder to ex-
tract features from the enhanced image. It is crucial to un-
derscore that, although CLIP adeptly aligns image and lan-
guage content, a significant disparity persists between the
image embedding and the language embedding. These two
components focus on different points, where image features
inherently capture spatially variant details, while language
features encapsulate comprehensive information. Thus, a
single language token may correspond to multiple subjects
dispersed across diverse regions of an image.

To overcome the challenge of aligning image and lan-
guage representations, prior methods [38, 39] have often
focused on aligning the class token of the image embed-
ding and the class token of the corresponding language em-
bedding, neglecting other tokens. However, relying solely
on this single class token has been observed to introduce
cognitive bias. As shown by the generated reference im-
ages from language tokens in the first row of Figure 3 (left
part), cognitive bias diminishes gradually as the token num-
ber (before and including the class token) increases. To si-
multaneously address information misalignment and inac-
curate cognition, we introduce a cognitive adapter that is
tailored to extract multi-token cognitive embedding from
image features, shown in Figure 3 (right part). Drawing
inspiration from the Q-Former structure [29], originally de-
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Figure 2. Framework of the proposed cognitive super-resolution (CoSeR) network. Given a low-resolution (LR) image, we employ a
cognitive encoder to extract cognitive embedding containing semantic and textural information, which is then used to generate a high-
quality reference image. The LR input, cognitive embedding, and reference image are integrated into the denoising U-Net using the
all-in-attention (AiA) module, represented by blue, gold, and cyan lines, respectively. The structures of the cognitive encoder and AiA
module are detailed in (b) and (c). Trainable modules are highlighted in red, while frozen modules are indicated in blue.

vised for vision-language representation learning, our ap-
proach employs learnable queries to interact with spatially-
arranged image information, thereby reshaping information
organization and facilitating feature compression. Our ap-
proach also incorporates a novel form of supervision, en-
hancing the adapter’s capacity not only to reorganize image
features but also to function as a modality transformer.

We represent the CLIP image embedding extracted from
LR as I ∈ RB×Ti×Ci , where B, Ti, Ci denote batch size,
token number, and channel number, respectively. Addition-
ally, L ∈ RB×Tl×Cl denotes the CLIP language embedding
extracted from the ground-truth caption (extracted from HR
images using BLIP2 [29]). In our cognitive adapter, we em-
ploy Te learnable queries (Te ≤ Tl) such that the resulting
cognitive embedding is denoted as E ∈ RB×Te×Cl . We
propose to use Te tokens preceding the class token L [tcls]
(inclusive) for supervision, as these tokens retain all previ-
ous information [46]. If there are insufficient supervision
tokens, we use the class token for end-filling. Therefore,
our supervision L′ can be regarded as a more comprehen-
sive representation than the class token. The loss function
for training the cognitive encoder is expressed as:

LCE = ∥E −L′∥22 , (1)

where

L′ =

{
Padding (L [: tcls] ,L [tcls]) , if tcls < Te;

L [(tcls − Te) : tcls] , if tcls ⩾ Te.
(2)

A more extensive explanation of the supervision strategy
can be found in the supplementary materials.
Discussion. We opt for feature embedding in the cognition
process over direct LR image captioning for several reasons.
Firstly, although guided by language embedding, our cogni-
tive embedding retains fine-grained image features, proving
favorable in generating reference images with high seman-
tic similarity. In the second row of Figure 3 (left part), we
show the BLIP2 captions generated from LR images. They
fail to identify the precise taxon, color, and texture of the
animals, leading to suboptimal generations compared to our
cognitive adapter. Secondly, employing a pre-trained image
caption model requires a large number of parameters, poten-
tially reaching 7B [29]. In contrast, our cognitive adapter is
notably lighter, with only 3% parameters, resulting in favor-
able efficiency. Thirdly, pre-trained image caption models
may yield inaccurate captions for LR images due to dis-
parities in the input distribution. In contrast, our cognitive
adapter is more robust for LR images, shown in the third
row of Figure 3 (left part).

3.2. Reference Image Generation and Encoding

We propagate the cognitive embedding to the pre-trained
Stable Diffusion model for generating reference images
without incurring additional parameters. The resulting ref-
erence images empower our SR model to explicitly leverage
image priors. As depicted in Figure 1, our cognitive embed-
ding excels in producing well-aligned reference images.
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Figure 3. (Left) Generated reference images by BLIP2 captions and cognitive encoder. The first row shows the need to augment the token
number. The last two rows show the drawbacks of directly employing captions for cognition. (Right) Structure of our cognitive adapter.

We employ a pre-trained VQGAN [12] for encoding
images into latent codes, as opposed to a trainable CNN
like [74], given the robust encoding capabilities exhibited
by VQGAN. Subsequently, we follow the ControlNet [74]
approach by utilizing the U-Net encoder to generate multi-
scale control features. We represent the LR control and
reference image control as {Xi}4i=1 and {Ri}4i=1, respec-
tively. Notably, we observe that using a single control en-
coder for both LR and reference images is sufficient for
achieving satisfactory results, enhancing the parameter ef-
ficiency of our model. The generated controls are then in-
put into the All-in-Attention module, as elaborated in the
following section. In fact, when automatically generating
reference images, we only need to use Stable Diffusion to
generate latent codes, and subsequently input them into the
control encoder, thereby circumventing the process of de-
coding and encoding in Figure 2.

3.3. All-in-Attention Module

In image super-resolution, preserving fidelity to LR inputs
is important. Our experiments in Section 4.4 demonstrate
that the introduction of LR control {Xi}4i=1 through atten-
tion mechanisms leads to enhanced fidelity. Consequently,
we advocate for the comprehensive integration of all con-
ditional information into our model, achieved through the
design of an All-in-Attention (AiA) module. Beyond ac-
commodating LR inputs, this design facilitates reference
patch-matching for the establishment of long-range connec-
tions [66]. The cognitive embedding is seamlessly incorpo-
rated via the cross-attention mechanism of Stable Diffusion.

Illustrated in Figure 2 (c), the AiA module enhances the

original attention module in Stable Diffusion by introduc-
ing trainable reference attention and LR attention, while
maintaining the frozen state of the self-attention and cross-
attention components. This structural augmentation is ap-
plied across all attention modules within the middle and de-
coder of the denoising U-Net. We denote the query, key,
and value features in the attention mechanism as Q, K, and
V , respectively. Regarding LR attention, Q is derived from
the denoising U-Net feature Z, while K and V originate
from the LR control Xi. In reference attention, we opt to
use the LR control as Q for better fidelity, with K and V
coming from the reference control Ri. In the original cross-
attention, we use cognitive embedding E as inputs for K
and V . Notably, to counteract the potential blurring effect
of the conventional attention mechanism in reference-based
SR [66], we introduce “one-hot attention” to enhance the
LR image with the most relevant reference feature, and ad-
ditional details are available in the supplementary materials.

4. Experiments
4.1. Implementation Details

Our CoSeR is built based on Stable Diffusion 2.1-base1.
The model is trained with a batch size of 192 over 20000
steps on 8 V100 GPUs. We use Adam [25] optimizer with
a learning rate of 5 × 10−5. Following StableSR [53], we
train our model on 512 × 512 resolution and apply DDPM
sampling [19] with 200 timesteps for inference.

The training process involves two stages: Firstly, we
train the cognitive encoder using the defined loss func-

1https://huggingface.co/stabilityai/stable-diffusion-2-1-base
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Datasets Metrics RealSR Real-ESRGAN+ BSRGAN DASR FeMaSR LDM StableSR CoSeR (Ours)

ImageNet
Test2000

FID↓ 86.36 32.68 41.11 39.15 31.25 34.54 22.53 19.41
DISTS↓ 0.2649 0.1739 0.1946 0.1931 0.1597 0.1664 0.1527 0.1482
LPIPS↓ 0.4519 0.2943 0.3381 0.3346 0.3027 0.3289 0.2871 0.2863

CLIP-Score↑ 0.6242 0.8132 0.7719 0.7838 0.8253 0.8119 0.8622 0.8755
MANIQA↑ 0.0796 0.1370 0.1115 0.0914 0.1936 0.1830 0.1556 0.2133
MUSIQ↑ 50.18 57.52 52.33 48.98 67.20 64.15 60.20 65.51

RealSR [2]

FID↓ 157.85 87.00 111.03 107.38 91.45 92.43 84.06 80.82
DISTS↓ 0.2529 0.2028 0.2545 0.2171 0.2131 0.2055 0.1867 0.1826
LPIPS↓ 0.3672 0.2803 0.3224 0.3056 0.2683 0.2924 0.2536 0.2438

CLIP-Score↑ 0.7458 0.8345 0.8074 0.8332 0.8108 0.8330 0.8517 0.8545
MANIQA↑ 0.1474 0.1776 0.1696 0.1803 0.2033 0.1986 0.2144 0.2522
MUSIQ↑ 60.40 61.90 60.82 60.90 66.47 67.27 67.08 70.29

DRealSR [61]

FID↓ 148.58 74.72 107.76 96.42 86.81 87.16 75.83 71.22
DISTS↓ 0.2673 0.2216 0.2238 0.2345 0.2231 0.2179 0.2048 0.1977
LPIPS↓ 0.4212 0.3239 0.3972 0.3534 0.2981 0.3258 0.2920 0.2702

CLIP-Score↑ 0.7360 0.8504 0.8157 0.8510 0.8332 0.8459 0.8681 0.8766
MANIQA↑ 0.1090 0.1742 0.1491 0.1739 0.1998 0.1890 0.2241 0.2575
MUSIQ↑ 54.28 62.80 57.72 62.14 66.57 67.03 68.27 70.18

Table 1. Quantitative comparisons on both ImageNet Test2000 and real-world benchmarks (RealSR and DRealSR). The best results are
highlighted in bold and the second best results are in underlined.

tion in Eq. 1. The cognitive encoder employs 50 learnable
queries, a choice substantiated in the supplementary mate-
rials. Then, we freeze the cognitive encoder and train the
SR model. Following [74], we initialize ControlNet with
Stable Diffusion weights. To maximize the utilization of
the pre-trained model, the reference attention and LR at-
tention modules are initialized using self-attention weights.
In the inference phase, cognitive information is enhanced
via classifier-free guidance [18], utilizing a scaling factor of
3. To optimize the trade-off between realism and fidelity,
we adopt the pre-trained feature wrapping module in [53],
which is integrated with the VQGAN decoder.

4.2. Experimental Settings

Training and testing datasets. We aim to develop an im-
age super-resolution model empowered with cognitive ca-
pabilities adaptable to diverse real-world scenarios. To this
end, we utilize the extensive ImageNet dataset [9] for train-
ing, renowned for its wide array of scenarios and objects.
We acquire over 900K HR images with 512 × 512 resolu-
tion and employ Real-ESRGAN [59] degradation to gener-
ate corresponding LR images. We employ BLIP2 [29] to
generate three descriptive captions for each HR image, fil-
tering out captions with CLIP scores [46] below 0.28.

To comprehensively assess our model’s performance
across diverse scenarios, we curate a non-overlapped Im-
ageNet test set consisting of 2000 LR-HR pairs via Real-
ESRGAN. We choose two images from each category, en-
suring the test set’s diversity and balance. In addition to
our constructed test set, we conduct evaluations on es-
tablished real-world benchmarks such as RealSR [2] and

DRealSR [61]. LR images are acquired at the same resolu-
tion used during training, specifically 128 × 128. For Re-
alSR and DRealSR, we initially resize LR images, adjusting
the shorter sides to 128, followed by center cropping.
Compared methods. We compare CoSeR with some state-
of-the-art real-world SR methods, including RealSR [21],
Real-ESRGAN+ [59], BSRGAN [73], DASR [33], Fe-
MaSR [7], latent diffusion models (LDM) [48], Sta-
bleSR [53]. To ensure fair comparisons, we retrain all these
models using our ImageNet training set except RealSR and
BSRGAN, which share the network structure with Real-
ESRGAN+ but employ different degradation pipelines.
Evaluation metrics. To better align with human per-
ception, we employ six perceptual metrics: FID [17],
DISTS [11], LPIPS [75], CLIP-Score [46], MANIQA [67]
and MUSIQ [24]. FID, DISTS, and LPIPS measure per-
ceptual distance, while CLIP-Score estimates semantic ac-
curacy by evaluating scores between HR images and SR
results. Given our focus on real-world scenarios where
ground-truth HR data might be unavailable, we include
non-reference image quality assessments, MANIQA and
MUSIQ. Notably, pixel-level image quality assessments
like PSNR and SSIM are presented in the supplementary
materials solely for reference. Prior research [11, 51, 67,
75] has indicated their weak correlation with human per-
ception regarding image quality in real-world contexts.

4.3. Comparison with State of the Arts

Quantitative comparison. We perform an extensive quan-
titative comparison on both the ImageNet Test2000 dataset
and real-world benchmarks (RealSR and DRealSR), as pre-
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LR Real-ESRGAN+ DASR FeMaSR LDM StableSR CoSeR (Ours)
Figure 4. Qualitative comparisons on both synthesized and real-world test datasets. Our CoSeR obtains the best visual performance.

sented in Table 1. As mentioned previously, we retrain
the comparison models using the ImageNet training dataset
to ensure fair comparisons. Additionally, the results of
officially released models are provided in the supplemen-
tary materials. Our method consistently demonstrates su-
perior performance across nearly all datasets and metrics,
highlighting its robustness and superiority. Notably, our
FID scores surpass the second-best performance by 13.8%,
3.8%, and 4.7% on the ImageNet Test2000, RealSR, and
DRealSR, respectively. While FeMaSR exhibits better per-
formance in MUSIQ on the ImageNet Test2000, as depicted
in Figure 4, it introduces numerous unrealistic artifacts that
might not be reflected by the non-reference metric MUSIQ.

Qualitative comparison. We provide visual comparisons
in Figure 4. Enriched by a comprehensive understanding of
scene information, CoSeR excels in enhancing high-quality
texture details. As demonstrated in the first and second
rows, our results exhibit significantly clearer and more re-
alistic fur and facial features in the animals. Similarly, in
the third and fourth rows, our method adeptly reconstructs

realistic textures such as the anemone tentacles and suc-
culent leaves—achievements unmatched by other methods.
Particularly, our model’s cognitive capabilities enable the
recovery of semantic details almost lost in low-resolution
inputs. Notably, in the first row, only our model success-
fully restores the dhole’s eyes, while in the fifth row, only
our method can reconstruct the sand within the hourglass.
These visual cases distinctly showcase our model’s capac-
ity to comprehend scenes and produce high-quality images.

User Study. To further substantiate the effectiveness of
CoSeR in real-world scenarios, a user study is conducted
on 20 real-world LRs collected from the Internet or cap-
tured by mobile phones. 23 subjects are asked to select
the visually superior result from the four HRs generated by
Real-ESRGAN+, FeMaSR, StableSR, and CoSeR. A total
of 20× 23 votes are collected, with approximately 80% of
participants concurring that our method exhibited the best
visual effect. This underscores the superiority and robust-
ness of CoSeR in real-world scenarios. Detailed voting re-
sults are available in the supplementary materials.
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Figure 5. Visual comparisons were conducted to assess the impact of cognitive information, comparing scenarios with no utilization of
cognitive information, employing different cognitive encoders, and incorporating the generated reference image.

4.4. Ablation Study

We dissect the individual contributions of different compo-
nents in our framework. Given the diverse focuses of differ-
ent components, we employ the most appropriate evaluation
metrics to measure their respective utilities. We exclude ref-
erence generation from the evaluation of other modules.
Cognitive information. Prior research, such as [38],
aligned class tokens between CLIP image and text encoders
using MLP. In our method, we denote the cognitive encoder
with class token alignment MLP and our cognitive encoder
as the “class token encoder” and “multi-token encoder”, re-
spectively. Table 2 shows that incorporating cognitive infor-
mation markedly improves FID and CLIP-Score, indicating
better semantic and texture accuracy. Our studies reveal that
the class token encoder may introduce semantic and texture
biases, as evident in the quality of the generated reference
images in Figure 5 (penultimate column). To quantitatively
evaluate cognitive bias, we introduce the “Gen-score”, cal-
culated as the CLIP-Score between the generated reference
image and the ground-truth image. Both the metrics and the
visuals highlight our superior cognitive ability. This advan-
tage extends to the final SR results, notably visible in the
detailed hair and pulp texture in Figure 5.
Reference guidance. The explicitly introduced reference
image significantly contributes to enhancing the texture de-
tails in the SR results (Figure 5). To better correlate with
human perception, our evaluation primarily focuses on as-
sessing restoration quality using FID and two non-reference
image quality assessments. Table 2’s fifth column reveals
that adding a generated reference image elevates the overall
visual quality of the SR results without sacrificing fidelity.
Additionally, compared to real-world ImageNet references,
our generated images achieve similar or superior results.
All-in-Attention (AiA) module. To mitigate fidelity
loss from excessive generation, we introduced the All-in-
Attention (AiA) module, which integrates various condi-

CoSeR FID↓ CLIP-Score↑ Gen-score↑
w/ multi-token encoder 20.27 0.8674 0.5953
w/ class token encoder 21.35 0.8628 0.4881
w/o cognitive encoder 23.18 0.8484 −

CoSeR FID↓ MUSIQ↑ MANIQA↑
w/ generated reference 19.80 64.21 0.2107
w/ ImageNet reference 19.72 63.49 0.2056

w/o reference 20.27 61.82 0.1874

CoSeR FID↓ DISTS↓ LPIPS↓
w/ AiA 20.27 0.1502 0.3076
w/ SFT 21.50 0.1530 0.3101

Table 2. Ablation studies on cognitive information, reference guid-
ance, and All-in-Attention (AiA) module on ImageNet Test2000.
We remove controllable feature wrapping [53] for evaluation.

tions to improve input consistency. For fidelity assessment,
we utilize ground-truth-involved FID, DISTS, and LPIPS
metrics. Compared to spatial feature transform (SFT) [56]
integrated in StableSR [53], our AiA module achieves a
5.7% lower FID score, along with superior DISTS and
LPIPS results. This manifests the effectiveness of our AiA
module in enhancing result fidelity.

5. Conclusion
This paper introduces a pioneering approach to endow
super-resolution (SR) with cognitive abilities. Our model
excels in producing high-definition reference images that
aid the SR process. We also introduce an All-in-Attention
module to enhance fidelity. Our extensive experiments
demonstrate the practical effectiveness of this approach.
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