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Figure 1. Given a monocular video capturing a dynamic scene with motion blur, our proposed method, DyBIuRF, effectively synthesizes
high-quality and sharp novel views compared to previous dynamic NeRF approaches that often yield low-quality and blurry results.

Abstract

Recent advancements in dynamic neural radiance field
methods have yielded remarkable outcomes. However,
these approaches rely on the assumption of sharp input im-
ages. When faced with motion blur, existing dynamic NeRF
methods often struggle to generate high-quality novel views.
In this paper, we propose DyBIuRF, a dynamic radiance
field approach that synthesizes sharp novel views from a
monocular video affected by motion blur. To account for
motion blur in input images, we simultaneously capture
the camera trajectory and object Discrete Cosine Trans-
form (DCT) trajectories within the scene. Additionally, we
employ a global cross-time rendering approach to ensure
consistent temporal coherence across the entire scene. We
curate a dataset comprising diverse dynamic scenes that
are specifically tailored for our task. Experimental results
on our dataset demonstrate that our method outperforms
existing approaches in generating sharp novel views from
motion-blurred inputs while maintaining spatial-temporal
consistency of the scene.

*Corresponding author.

1. Introduction

The research on novel view synthesis for dynamic scenes
has gained substantial importance in the community, with
practical applications in a wide range of AR/VR contexts.
Recent breakthroughs can be attributed to Neural Radiance
Fields (NeRFs) [27]. NeRFs have made a profound impact
on novel view synthesis, and recent years have witnessed
rapid advancements in NeRF, including several works ded-
icated to dynamic scene representation [10, 21, 24, 32, 34].
Despite producing high-quality novel views, these dynamic
NeRF methods may exhibit significant performance degra-
dation when presented with inputs containing motion blur,
as shown in Fig. 1. Recently, some NeRF-based meth-
ods have emerged to tackle the motion deblurring of static
scenes [18, 19, 25, 46]. However, these methods cannot
address blurring caused by object motion and lack the capa-
bility to effectively represent dynamic scenes.

To the best of our knowledge, there is no NeRF-based
method dedicated to dynamic scene deblurring. Yet, in real-
life video captures of dynamic scenarios, extended camera
exposure time often introduces motion blur. Consequently,
obtaining a sharp dynamic radiance field from inputs af-
fected by motion blur remains a pressing problem. Exist-
ing dynamic NeRF methods heavily rely on sharp inputs
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to accurately represent dynamic scenes. When motion blur
is present, the modulation of inter-frame relationships be-
comes unreliable, leading to difficulties in representing ob-
ject motion and maintaining temporal consistency in dy-
namic scenes. Moreover, the presence of blur in input data
degrades certain data priors like depth and optical flow,
leading to inaccurate constraining of scene geometry. These
challenges significantly hinder the construction of sharp dy-
namic NeRF representations from blurry inputs.

In this work, we propose DyBIuRF, a model specifi-
cally designed to take monocular videos of dynamic scenes
with motion blur as input and generate sharp novel views.
Motion blur in dynamic scenes typically results from both
camera and object movements. To model camera motion,
drawing inspiration from BAD-NeRF [46], we evenly dis-
cretize the exposure time into multiple timestamps and learn
camera poses at these timestamps. For object motion rep-
resentation, establishing inter-frame relationships, such as
directly predicting 3D scene flow, is unreliable under con-
ditions of blurry input, thus failing to accurately present dy-
namic scenes. Instead, we employ an MLP to predict the
global DCT trajectories of scene objects [43], thereby simu-
lating object motion blur by expressing the DCT trajectories
within an exposure time.

To enhance the temporal consistency representation in
dynamic scenes, we adopt a cross-time rendering approach
based on the input blurry images. This method uses the
predicted DCT trajectory to model scene correlation across
multiple input views and employs deformed rays for ren-
dering by integrating scene information from other frames
into the target frame. To ensure a globally consistent tem-
poral expression, cross-time rendering is not limited to ad-
jacent frames but instead performed across the entire tem-
poral range. At the initial stages of training, frames close
to the target frame are selected for cross-time rendering. As
the training progresses, frames further away from the tar-
get frame are included until encompass the entire temporal
range. This cross-time rendering approach further strength-
ens the representation of temporal consistency.

Furthermore, it is not reasonable to directly use depth
and optical flow maps generated from blurry images to con-
strain the model, as the predictions of depth and optical flow
can become inaccurate due to blurriness. Therefore, we in-
troduce data-driven priors to mitigate the impact of inaccu-
racies in depth and optical flow from blurry images.

Given the absence of existing dynamic scene blurring
datasets based on NeRF, we curate a collection of dynamic
scenes sourced from the Stereo Blur Dataset [57]. We
use these scenes for comparative analysis of our approach
against existing dynamic NeRF methods, demonstrating its
effective handling of input images with motion blur and
generation of high-quality novel views. We also preprocess
the input blurry images using state-of-the-art single-image

deblurring and dynamic scene video deblurring methods be-
fore feeding them into existing dynamic NeRF methods.
Experimental results demonstrate that our method still out-
performs existing dynamic NeRF methods. Additionally,
we conduct ablation studies to validate the effectiveness of
each component of our approach. In summary, our key con-
tributions include:

* We introduce DyBIuREF, the first dynamic NeRF model
specifically designed to effectively tackle motion-
blurred monocular video.

* We propose a dynamic scene representation method
based on DCT, simulating the motion blur induced by
object movement along the DCT trajectory.

* We present a cross-time rendering method that ensures
temporal consistency by modeling scene relationships
across different exposure times.

* We propose an effective approach that incorporates
depth maps and optical flow derived from blurry im-
ages to impose constraints on NeRF.

2. Related Work

Image Deblurring. The main goal of image deblurring
is to restore a sharp image from a blurry one. From the
perspective of input data types, current motion deblurring
methods can be categorized into single-image deblurring
and multi-image/video deblurring. In the case of single-
image deblurring, Some traditional methods employ unified
probabilistic model [37], normalized gradient sparsity [15],
or model rotational velocity of the camera during expo-
sure time [48] to mitigate motion blur. Recently, numer-
ous deep learning-based image deblurring methods have
emerged [16, 17, 29, 40, 52], accompanied by the introduc-
tion of several datasets dedicated to image deblurring [38].
These methods often achieve superior results compared to
traditional techniques.

In contrast to single-image deblurring, video deblurring
requires establishing temporal consistency among different
frames to ensure temporal smoothness. Some approaches
employ optical flow information to establish inter-frame re-
lationships [12, 30]. However, the optical flow in blurry
videos often lacks accuracy. With the advance of deep
learning, many techniques based on CNNs [39], RNNs [55],
or attention mechanisms [53] have been proposed to ad-
dress the problem of video deblurring. While these methods
yield excellent results, they predominantly operate in image
space and cannot capture scene geometry information in 3D
space. Our approach leverages NeRF to represent 3D infor-
mation of dynamic scenes implicitly and establishes spatial-
temporal consistency to achieve deblurring.

Neural Radiance Field. NeRF [27] has demonstrated im-
pressive results in novel view synthesis, and subsequent
works have aimed to enhance it from various perspectives,
including fundamental enhancements [2, 3], fast training
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and rendering [6, 7, 9, 28], pose estimation [4, 23, 47],
or sparse viewpoint input [50, 51]. Since vanilla NeRF
imposes high requirements on input image quality, several
follow-up methods have explored generating high-quality
novel views in degraded input conditions, such as in-the-
wild images [26], input images with burst noise [33], or low
dynamic range (LDR) inputs with varying exposures [11].
Recently, several NeRF-based approaches have been de-
vised to handle blurry inputs. Deblur-NeRF [25] and DP-
NeRF [18] restore sharp radiance fields by modeling a blur
kernel from various blur types. BAD-NeRF [46], which
is most relevant to our work, models motion blur by esti-
mating camera trajectory. ExBIuRF [19] leverages a voxel-
based radiance field to handle extreme motion blur. While
these methods can remove blur from input images and gen-
erate high-quality novel views, they cannot handle dynamic
scenes. Our approach can effectively reduce motion blur
caused by both camera and object motion, generating novel
views of dynamic scenes.

Dynamic Neural Radiance Field. Many recent efforts
have extended NeRF to represent dynamic scenes. These
methods input multi-view videos [20] or a monocular
video [22, 49] of dynamic scenes to achieve space-time
novel view synthesis. To ensure temporal consistency, some
approaches represent dynamic scenes by deforming the
canonical space points [31, 32, 34, 42, 45]. Other methods
leverage optical flow constraints to establish scene coher-
ence between adjacent frames [10, 21, 24, 44]. In particu-
lar, NSFF [21] employs neural scene flow fields to represent
complex object motions in dynamic scenes; RoDynRF [24]
jointly learns camera parameters to enhance model robust-
ness. Additionally, many methods are currently dedicated
to fast training and rendering of dynamic NeRF [1, 5, 8].
However, these dynamic NeRF methods require sharp input
images and often struggle to synthesize reliable novel views
in the presence of motion blur in the input images.

3. Method

We propose DyBIuRF, a dynamic radiance field approach
synthesizing sharp novel views from a monocular video af-
fected by motion blur. The overall pipeline is illustrated in
Fig. 2. In this section, we first provide background infor-
mation on neural radiance fields and volume rendering in
Section 3.1. We then elaborate on modeling genuine phys-
ical image formation process of motion blur in Section 3.2.
Next, Section 3.3 outlines our approach for representing dy-
namic scenes and ensuring temporal consistency within the
scene. Finally, we provide details of the training and opti-
mization process in Section 3.4.

3.1. Preliminary: Neural Radiance Field

We begin by describing Neural Radiance Fields (NeRFs)
that our method builds upon. NeRF represents a scene as an

implicit function that inputs a spatial point location x € R?
and viewing direction d € R3, and outputs corresponding
volume density ¢ and color c:

(c,0) = Fo(x,d). (D

To enable learning scene details, point location x and view-
ing direction d are transformed into a high-dimensional
space through positional embedding +(+) before sending to
NeRF. We also employ this trick in our methods but omit to
mention the position encoding in our writing for clarity.

NeRF adopts classical volume rendering [13] to render
RGB images from any given camera pose. For a ray r emit-
ted from camera center through a given pixel on the image
plane, its color is computed as:

co) - | U () oe(s)) e(x(s). d)ds, @)

n

where

T(s) = exp (— / o(r(m))dm) @

is accumulated transmittance along ray r which denotes the
probability that the ray will not hit any object from s,, to s.

3.2. Motion Blur Formulation

The physical process of motion blur can be considered as
the result of camera or object motion within exposure time
7. The mathematical modeling of the motion blur genera-
tion process can be written as:

B(x) = g / " eyt @

where C,(x) denotes the sharp image captured at time ¢,
B(x) is the blurry image, g is a normalization factor. To ap-
proximate the integral operation, we discretize the exposure
time into n timestamps uniformly and consider the captured
blurry image as the average of n sharp images during the
exposure time:

1 n
B(x) ~ — Y Cix). (5)
=1

In theory, as n increases, the simulated blur generation pro-
cess becomes more close to a genuine one.

According to Eq. 5, generating a blurry image demands
obtaining sharp images at each timestamp within the ex-
posure time. Therefore, it becomes crucial to model both
camera and object motion during the exposure time. For the
object motion representation, we will provide a detailed ex-
planation in Section 3.3. For the camera motion, we adopt
a strategy that jointly learns camera parameters and NeRF.
Specifically, given N input blurry images, we initialize the
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Figure 2. Overall pipeline. To model the motion blur of input images, we discretize the exposure time into n timestamps. Subsequently,
we perform ray sampling for the same pixel based on the camera poses for each timestamp. We employ two MLPs to represent dynamic
scenes. The dynamic model takes spatial point coordinates x, viewing direction d, and time ¢ as inputs and predicts color c;, volume
density o, DCT coefficients ¥, and disocclusion weights WV;. The static model only takes x and d as inputs and predicts color c, volume
density o, and a blending weight v for blending static and dynamic results. After obtaining colors and volume densities for static, dynamic,
and blended scenes, we use volume rendering to compute pixel RGB values C(r). We average the RGB values for the same pixel within
the exposure time to obtain the predicted blurry image, and calculate losses with the input blurry image. For dynamic and blended images,
losses are directly computed against the input image. For the static loss, we use a mask image to calculate the static regions only.

camera poses P? and P! at the beginning and end times-
tamps of exposure time ¢, where ¢ € {1,---, N}. Leverag-
ing the short exposure time, we utilize linear interpolation to
obtain camera poses for intermediate timestamps. Follow-
ing the ideas of BAD-NeRF [46], we employ Lie-algebra
of SE(3) to interpolate the intermediate camera poses P,
le{2,---,n—1}

3.3. Temporal Consistency Modeling

Dynamic radiance field. Similar to existing dynamic
NeRF methods, we employ an MLP to represent dynamic
scenes. This MLP takes the input spatial point location
x, viewing direction d, and time ¢, and outputs the cor-
responding color and volume density: Giy 2 (e, 0p) =

Gj)y(x, d,t), where G‘;y indicates the MLP parameterized
by ¢. Handling a monocular video where scene informa-
tion at different times is limited to individual frames poses
an ill-posed problem. Establishing temporal consistency in
dynamic scenes becomes essential to resolve this issue. Al-
though employing scene flow information between adjacent
frames is a direct approach [21, 24], accurately determin-
ing scene motion within the exposure time using adjacent
blurry images remains challenging. To enforce a more reli-
able temporal consistency, we establish relationships across
global time intervals rather than relying solely on adjacent
frames. Leveraging the efficiency of the Discrete Cosine
Transform (DCT) in representing complex motion trajecto-
ries in a smooth and concise manner [43, 44], we choose to
model the object DCT trajectory to express dynamic scenes.

Given a sequence of N blurry images, the exposure time

for each image can be divided into n timestamps, resulting
in a total of n x N timestamps. The trajectory with DCT
coefficients ¥ € R3¥X can be expressed as:

\/72\1: cos( N(2t+1)k:) ©6)

where 7 € R3 represents the time-dependent trajectory,
(k) € R3 denotes the k-th coefficient in 3D space, K
is a hyperparameter. According to Eq. 6, for a 3D point x at
time ¢, its global time motion trajectory 7! can be modeled
using the corresponding DCT coefficient W%, and T} (t)
represents its 3D coordinates at time ¢'. We use the MLP to
predict the DCT coefficients. Thus, the dynamic radiance
field can be rewritten as G‘;y : (cp, 00, W) = Giy(x, d,t).
To handle occlusion in dynamic scenes, we adopt a sim-
ilar approach to [21], where the MLP additionally outputs
a disocclusion weight W; = (wgw, wpw). However, unlike
[21], our method predicts disocclusion weights to represent
the occlusion possibility to the corresponding timestamps
within the subsequent or preceding exposure time. In sum-
mary, our dynamic radiance fields Giy can be expressed as:

(Ct70't7\:[/fuwt) = Giy(x,d,t) . (7)

To supervise the model using input images, we need to
obtain the blurry image at each frame through the model.
For the i-th blurry image B;(r), we calculate the times-
tamps ¢}, | € {1,---,n} within the i-th camera exposure
time. As per Section 3.2, the camera pose for each times-
tamp is denoted as P}. Using the MLP depicted in Eq. 7
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and the volume rendering from Eq. 2, we derive predicted
sharp images C%(r) of timestamps [ within the i-th expo-
sure time. Then, we average these sharp images to obtain
the predicted blurry image B?y (r):

1 & ,
):ﬁ;cg‘fl(r), ie{l,---,N}, (8

and calculate rendering loss with input blurry image Bft(r):

Lres = B (r) — BE(x)[3. )

Static model integration. Similar to many previous dy-
namic NeRF methods [21, 24], we also employ an addi-
tional MLP to enhance the representation of static regions:

(c,0,v) = Gy(x,d), (10)

where v denotes the blending weight used to combine the
results from static and dynamic models:

—v)+c-v,
—v)+o-v.

Ccombine = Ct * (1

Ocombine — Ot * (1

(1)

We utilize Eq. 2 to obtain static sharp images C3'(r) and
combined sharp images Cg}’l (r), and we average these im-
ages in an exposure time to obtain the predicted static blurry
image B$!(r) and combined blurry image BS°(r). Subse-
quently, we apply rendering loss from both static and com-
bined results to constrain the MLPs:

Liep = B (r) - BY(v)]3,
Ly = (1 — M) - [|Bj(r) - B (r)]l3.

where M; denotes the motion mask of input frame 7. The
inclusion of static model enhances the ability to represent
static scenes.

Cross-time rendering. If we only rely on Eq. 9 for recon-
struction, the model may inadequately capture the temporal
consistency in dynamic scenes, potentially leading to over-
fitting to input images and failing to produce high-quality
novel views. To mitigate this issue, we utilize DCT trajec-
tories to establish consistency between the ¢-th frame and
other frames, as shown in Fig. 3. Establishing temporal con-
sistency between neighboring frames plays a critical role
in the dynamic radiance field due to their strong correla-
tion [10, 22]. However, blurry images relate to multiple
images within the exposure time rather than a single image.
Therefore, we express temporal consistency by establishing
relationships between corresponding timestamps across dif-
ferent exposure times. Specifically, for a timestamp ¢/ in an
exposure time from frame 4, the scene flow of a spatial point
x from ¢} to timestamp t] can be represented as:

12)

F21G) = T @) — T (), (13)

i—]
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r l 1—q

! 4 ,.-‘rl volume
é O rendering
o0 ‘L VAN

')

e (t])
T (t])

frame 7

Figure 3. Cross-time rendering. We use cross-time rendering to
ensure temporal consistency in dynamic scene representation. We
render the target timestamp image Cj (r) in frame 4 utilizing scene
information predicted from the corresponding timestamp in other
frames. In addition to selecting adjacent frames j € N (¢), we also
choose an extra frame g from the global time to ensure the global
consistency of the DCT trajectory.

where j € N (i) denotes the neighbor frames of i. The
corresponding 3D point of x at ¢] can be computed as
x; 77 = x + fil(j). Establishing such relationships for
every point on a ray r can obtain a warped ray r;'_” from ¢}
to t{ . Subsequently, we utilize volume rendering to obtain

the color value of the warped ray C{ i)

L sy
O ) = [Ty (5) 0y 115D e (7 (). ).
" (14)
Then we average the images within the exposure time to
yield the blurred image B’~%(r), and we calculate the
cross-time rendering loss between B7~(r) and B, (r):

1 n
B ==Y ¢ 7 (r (15)
n
=1

Loos = Y WI7@)|BI7(x) - BE@)3, (16)
JEN (4)

where W/ ~¥(r) represents a motion disocclusion weight,
which is the average outcome of n disocclusion weights
W/7"(r) computed by W in Eq. 7. For the specifics of
disocclusion weight settings, we offer detailed information
in the supplementary material. Through the aforementioned
cross-time rendering, the DCT coefficients ¥ predicted for
the same point at different times remain consistent, which
preserves the temporal consistency of the scene.
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In addition to using adjacent frames j € N (7) for cross-
time rendering, we include an additional frame ¢ for en-
suring global time consistency. During the early training
stages, ¢ is selected to be close to 7. As training progresses,
q is gradually chosen further away from ¢ until it encom-
passes the entire global time range. We employ a simi-
lar rendering process to obtain the blurry image B¢7%(r)
and compute cross-time rendering loss with input image. In
summary, the cross-time rendering loss can be written as:

['cross = Z

JE{N(@),q}

W= () [|BY 7 (x) — BY ()3 (17)

3.4. Training & Optimization

Data-driven priors. We introduce data-driven priors Ly,
to constrain the scene geometry. We utilize RAFT [41] and
MiDaS [35] to obtain ground truth optical flow and depth
for the input blurry images. Intuitively, we only need to
calculate the depth maps for each timestamp, and optical
flow maps from each timestamp to the next exposure time,
subsequently averaging them within a single exposure time
and constraining them with the ground truth. However, we
encountered issues where the depth and optical flow do not
have a translucent effect in the blurry edges, as opposed to
observed in RGB data (we show a depth map as an exam-
ple in Fig. 4(a)). Therefore, using simple averaging is un-
suitable for constraining depth and optical flow. To address
this issue, we implement Extreme Value Constraints (EVC)
for both depth and optical flow maps. Specifically, after
calculating the depth maps {D;,Ds,--- ,D,,} and optical
flow maps {F1,Fs, -+ ,F,} projected from 3D scene flow
within an exposure time, we derive the predicted blurry re-
sult by taking the minimum depth value and maximum op-
tical flow value, and calculate the loss with ground truth:

D(r) = min{D;(r),Dy(r), -- ,D,(r)},

F(r) = max{F(r),Fa(r), - ,F,(r)}, (18)

Laa = [[D(r) = Dgi(r) [l + [[F(r) = Fu(r)[L. (19
After applying EVC for data-driven constraints, a sharper
result can be generated for each timestamp (as shown in
Fig. 4(b)). Please refer to supplementary material for prin-
ciples and technical details of EVC.

Scene flow modeling. For a more accurate representation
of scene motion, we use the predicted DCT coefficients ¥
to calculate the scene flow and impose constraints using L.
Similar to NSFF [21], L consists of three components: cy-
cle consistency of the scene flow, spatial-temporal smooth-
ness constraints, and L1 regularization to the scene flow.
Learning DCT basis. We model the motion trajectories us-
ing Eq. 6; however, we discovered that employing a learn-
able DCT basis produced superior outcomes. To achieve
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Figure 4. (a) We utilize depth map from MiDaS [35] as the su-
pervising signal for optimizing the model. Compared with sharp
inputs, blurry images are available but lead to inaccurate depth
ground truth. In the example, MiDaS interprets the blurry edges
of the person as foreground, causing the person on the depth map
to appear ‘fatter’ than in the ideal sharp one. (b) Using the MiDaS
blurry depth to optimize the model directly may predict inaccu-
rate depth maps and distorted novel views. To mitigate this issue,
we employ EVC to enhance our model for predicting sharp depth
maps and novel views from blurry images.

this, we initialize the DCT basis using the expression
cos (525 (2t + 1)k), and treat them as learnable embed-
dings, facilitating joint learning with the models throughout
the training process.

Implementation details. In experiments, we set n = 7 and
K = 6. We employ the Adam optimizer [14] to jointly
optimize the static and dynamic MLPs, camera parameters,
and DCT basis. The learning rates are set to 5 x 10~ for
MLPs, 1 x 10~3 for camera parameters, and 1.25 X 10~4
for DCT basis. We train each scene for 300k iterations,
which takes approximately two days on a single NVIDIA
RTX A6000 GPU.

4. Experiments
4.1. Datasets

Since there is a lack of datasets specifically designed for
addressing motion blur in dynamic neural radiance fields,
we have curated a collection of dynamic scenes with mo-
tion blur from an existing Stereo Blur Dataset [57]. This
dataset was captured using a ZED stereo camera, contain-
ing sharp stereo image sequences along with their corre-
sponding blurry image counterparts. Details about the gen-
eration of blur and other dataset information can be found
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Figure 5. Qualitative comparisons against all baselines. Compared to existing dynamic NeRF methods, our method generates novel
view images that are more faithful to the ground truth images, with less blur in both static and dynamic regions.

Methods PSNR{ SSIM{ LPIPS| Methods PSNR{ SSIM? LPIPS)

HyperNeRF [32] 20.15 0.744 0.221 [52] +[21] 23.17 0.839 0.143
DVS [10] 2230 0.811 0.193 [56]+[21] 23.79 0.854 0.125
NSFF [21] 23.33 0.834 0.181 [52]+[24] 20.76 0.787 0.162
RoDynRF [24] 19.28 0.748 0.217 [56] +[24] 20.88 0.794 0.151

DyBIuRF (ours) 25.66 0.895 0.079 DyBIuRF 25.66 0.895 0.079

Table 1. Quantitative comparisons against all baselines. The
best performance is boldfaced, and the second is underlined.

in [57], and we also provide additional explanations in sup-
plementary materials. To obtain accurate camera param-
eters for training neural radiance fields, we require image
sequences of dynamic scenes with sufficient motion paral-
lax. We collected 6 dynamic scenes suitable for our task
from this dataset. These scenes exhibit significant motion
blur caused by both camera and object movements. In our
experiments, we employ COLMAP [36] to acquire the cam-
era parameters for the input images. For each scene, we
extract 24 frames from the original video, utilizing the left
blurry image sequences for training and the corresponding
right sharp image sequences for testing.

4.2. Baselines and Error Metrics

We compare our method against several state-of-the-art
monocular dynamic NeRF methods. Specifically, the com-
parison involves a canonical space-based method, Hyper-
NeRF [32], two scene flow-based methods, NSFF [21]
and DVS [10], and a robust dynamic NeRF method, Ro-
DynRF [24]. Furthermore, to demonstrate the superior-
ity of our approach over 2D image deblurring, we select
the current state-of-the-art single-image deblurring method

Restormer [52] and a dynamic scene video deblurring
method JCD [56] to perform deblurring preprocessing on
the input blurry images. We then train NSFF and RoDynRF
on the preprocessed images for comparison.

Similar to most existing dynamic NeRF methods, we use
PSNR, SSIM, and LPIPS [54] to quantitatively evaluate the
quality of novel views generated by different approaches.

4.3. Comparisons

We conduct a quantitative evaluation on the scenes collected
from the Stereo Blur Dataset. The average results across all
scenes are shown in Tab. 1 (left), clearly demonstrating the
superior performance of our method compared to the exist-
ing dynamic NeRF methods. We also provide qualitative
comparisons of novel view results generated by different
methods, as shown in Fig. 5. Notably, existing dynamic
NeRF methods cannot handle motion blur inputs, resulting
in low-quality novel views in both dynamic and static re-
gions. In contrast, our method can effectively manage in-
puts with motion blur and produce sharp and high-quality
novel views. Furthermore, to demonstrate the superiority
of our method in modeling motion blur in 3D space, we
first preprocess the input blurry images with 2D deblurring
and then train dynamic NeRF models, e.g., RoDynRF, for
comparison. As shown in Tab. 1 (right) and Fig. 6, our
method continues to outperform the alternatives. This com-
parison underscores that 2D deblurring methods fail to pre-
serve the consistency of scene information. When the dy-
namic NeRFs are trained on these pre-processed images, it
leads to undesirable artifacts in scene geometry. In contrast,
our method models the blurring process in 3D space, ensur-
ing spatial-temporal consistency of scene geometry.
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Figure 6. Qualitative comparisons against dynamic NeRF baselines incorporated with 2D deblur method. Even if we use prepro-
cessed input blurry images by 2D deblur approaches to train existing dynamic NeRF methods, our method also generates more reliable
novel views, with less blur in both static and dynamic regions.

]
yl!

(a) w/o cross (b)w/o Ly () w/o L-DCT (d) w/o static (e) Full

Figure 7. Qualitative ablations. (a) No cross-time rendering or
(b) no L results in degradation of predicted RGB and depth maps,
especially containing artifacts in dynamic regions. (c) Not learning
DCT basis may impact the representation of scene details. (d)
The absence of static model leads to poor results in static regions.
(e) Our proposed full method yields high-quality results in both
dynamic and static regions.

4.4. Ablation Study

We conduct an ablation study to evaluate the contribution
of each component in our model. Specifically, we eval-
uate the impact of (1) removing the cross-time rendering
(w/o cross), (2) using average in data-driven priors instead
of EVC (w/o EVC), (3) removing the static model (w/o
static), (4) removing Ly (w/o Lg), and (5) directly com-
puting DCT basis using cosine values without being set as
learnable parameters (w/o L-DCT). We report quantitative
results in Tab. 2. One can see that without cross-time ren-
dering and scene flow constraints, view synthesis quality
degrades significantly. Combining static model can also
improve performance. Furthermore, removing EVC or not
learning DCT basis can reduce performance, demonstrating
the value of these training tricks for improving novel view
quality. We also conduct visual comparisons in Fig. 4(b)
and Fig. 7, demonstrating that each component contributes

Methods ~ PSNR{ SSIM{ LPIPS]

w/o cross 24.54 0.875 0.087
w/o EVC 25.42 0.890 0.079
w/o static 24.67 0.869 0.090

w/o L 2497  0.879 0.085
w/o L-DCT 2549  0.891 0.085
Full 25.66  0.895 0.079

Table 2. Ablation study. The best performance is boldfaced, and
the second is underlined.

to the overall performance of the model. Specifically, with-
out EVC in data-driven constraints, the incorrect depth and
flow priors can misleadingly optimize the model to predict
low-quality rendering results. Removing cross-time render-
ing or Ly cannot ensure the temporal consistency of dy-
namic scenes, resulting in obvious artifacts in dynamic re-
gions. Static model can improve the scene representation
for static elements, benefiting high-quality rendering results
in static scenes. Finally, learning DCT basis can improve
the representation of scene details.

5. Conclusion

We propose DyBIuRF, a dynamic radiance field to synthe-
size sharp novel views from a monocular video with motion
blur. By modeling camera trajectory and object motion tra-
jectories within the scene, our method overcomes the im-
pact of motion blur inputs on novel view synthesis. We
also ensure the global temporal consistency of the predicted
DCT trajectory through cross-time rendering. We con-
ducted extensive experiments using scenes collected from
the Stereo Blur Dataset, which demonstrate that our method
outperforms existing dynamic NeRF methods in handling
monocular inputs with motion blur.
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