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Abstract

We study the zero-shot Composed Image Retrieval (ZS-
CIR) task, which is to retrieve the target image given a refer-
ence image and a description without training on the triplet
datasets. Previous works generate pseudo-word tokens by
projecting the reference image features to the text embed-
ding space. However, they focus on the global visual repre-
sentation, ignoring the representation of detailed attributes,
e.g., color, object number and layout. To address this
challenge, we propose a Knowledge-Enhanced Dual-stream
zero-shot composed image retrieval framework (KEDs).
KEDs implicitly models the attributes of the reference im-
ages by incorporating a database. The database enriches
the pseudo-word tokens by providing relevant images and
captions, emphasizing shared attribute information in var-
ious aspects. In this way, KEDs recognizes the reference
image from diverse perspectives. Moreover, KEDs adopts
an extra stream that aligns pseudo-word tokens with textual
concepts, leveraging pseudo-triplets mined from image-text
pairs. The pseudo-word tokens generated in this stream
are explicitly aligned with fine-grained semantics in the text
embedding space. Extensive experiments on widely used
benchmarks, i.e. ImageNet-R, COCO object, Fashion-IQ
and CIRR, show that KEDs outperforms previous zero-shot
composed image retrieval methods. Code is available at
https://github.com/suoych/KEDs.

1. Introduction
Composed Image Retrieval (CIR) is a task first introduced
by Vo et al. [71], which involves retrieving the target image
given a reference image and a modification description. Dif-
ferent from traditional image-based retrieval [10, 19, 59, 64]
or text-based retrieval [63, 72] tasks, composed image re-
trieval requires the model to interpret both visual and text
modality information. In practical scenarios, CIR allows
users to specify fine-grained styles and content details in
the queries, enabling flexibility and customization.

With the rise of image-text pre-training models like CLIP
[61], significant improvements are achieved in the com-
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Figure 1. Comparison between existing methods and KEDs.
Pic2word [65] learns the mapping network using image-only con-
trastive learning and generates pseudo work ϕM token v. We pro-
pose to augment the pseudo-word token with external knowledge.
In addition, we introduce an extra branch ϕA sharing architecture
with ϕM for textual concept alignment. Note that fv and ft indi-
cate frozen CLIP visual encoder and text encoder respectively.

posed image retrieval field [2, 11, 50]. Previous super-
vised methods work on designing networks to generate
compositional features based on the reference image and
text. Training and evaluation are conducted on the triplet
datasets in various domains, e.g. Fashion-IQ [73] on the
fashion clothes domain, CIRR [50] on real-world images.
Despite the impressive performance achieved by these su-
pervised methods, two major limitations remain. Firstly,
these approaches require extensive triplet data annotations,
which are labor-intensive and time-consuming. Secondly,
supervised methods train a tailored model for each dataset,
thereby reducing the flexibility and generalization ability.

Recent studies [3, 65] introduce zero-shot approaches for
composed image retrieval to address the above limitations.
Pic2word is the pioneering work that learns a mapping layer
that projects the image features into the text embedding
space. This is achieved by self-supervised learning using
a contrastive loss between the mapped features and origi-
nal image features as the training objective. A frozen CLIP
text encoder then generates the hybrid feature for inference.
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This image-only training paradigm learns a single model
capable of datasets in various domains without triplet data.
SEARLE [3] is another work that uses a large language
model to generate additional descriptions based on the ob-
ject class, enhancing the alignment between mapped image
features and class semantics. However, these approaches
share a common limitation: they directly map the overall
image feature to the text embedding space, overlooking the
detailed attribute information. This reduces the retrieval
accuracy since the text in composed retrieval triplets only
describes the object differences between target images and
reference images.

To address the aforementioned issues, we propose a
Knowledge-Enhanced Dual Stream zero-shot composed
image retrieval framework (KEDs). First of all, KEDs
incorporates a Bi-modality Knowledge-guided Projection
network (BKP) that generates pseudo-word tokens based
on external knowledge. Specifically, BKP incorporates a
database to provide relevant images and captions to gener-
ate comprehensive pseudo-word tokens. The advantage is
that the retrieved captions and images enrich the pseudo-
word tokens with shared attribute information, e.g., object
number and layout. This approach is akin to an “open-book
exam”, where the database serves as a reference sheet to
better identify the reference image. We simply construct
the database by random sampling a portion of the image-
text pairs from the training dataset.

Image-only contrastive training does not align the
pseudo-word tokens with real text concepts, bringing dif-
ficulty in composing reference images with text during in-
ference. Therefore, we introduce an extra stream to gen-
erate pseudo-word tokens aligned with textual semantics.
This stream is trained on pseudo-triplets mined from image-
text pairs. This approach facilitates the interaction between
pseudo-word tokens and diverse text during inference while
maintaining the object semantics. Note that the pseudo-
triplet mining process does not require generating extra data
by external models. During inference, KEDs combines the
output of the two streams, allowing for controlled alignment
with specific modalities.

To evaluate the effectiveness of KEDs, we conduct ex-
periments across four datasets, i.e. ImageNet-R [12, 24],
COCO [46], Fashion-IQ [73], CIRR [50]. The four datasets
test KEDs on different aspects of compositional ability,
showcasing the generalization ability. The result indicates
that KEDs surpasses all previous methods, especially in the
ImageNet-R domain conversion task, achieving a remark-
able boost of 7.9% in Recall@10 and 12.2% in Recall@50
on average. Additionally, ablation studies are also provided
to inspect the details of the method design. Overall, our
contributions can be concluded as follows:
• We propose a Knowledge-Enhanced Dual Stream frame-

work (KEDs) for zero-shot composed image retrieval,

where an external database enriches the mapping network
with knowledge, enhancing the generalization ability.

• A new textual concept alignment training paradigm uti-
lizing pseudo-triplets mined from the image-text pairs,
ensuring semantic alignment between the mapped visual
features and rich semantics.

• Extensive experiments on four datasets demonstrate the
effectiveness of the proposed framework.

2. Related Work
2.1. Composed Image Retrieval

Composed Image Retrieval (CIR) is a compositional task
first introduced by Vo et al. [71], which aims to retrieve a
target image given a reference image and a modification de-
scription [78]. A critical aspect of the task is the extraction
and combination of information from both reference images
and text [6, 74]. Current supervised methods train a cross-
modal network using a fusion paradigm, which learns a
joint embedding combining image and text. Representative
methods include CoSMo [37], DCNet [36], ARTEMIS [11],
CLIP4Cir [2], etc. These supervised methods are trained on
various labeled triplet data benchmarks including Fashion-
IQ [73], CIRR [50], etc.

Considering the labor-intensive process of obtaining
triplet data, Saito et al. [65] introduce a new setting to
train a network without triplet data under a zero-shot set-
ting. Their pioneer work Pic2word learns a mapping net-
work that projects the image feature to the text embedding
space, achieving impressive performance over datasets like
CIRR and Fashion-IQ. Baldrati et al. design a text inversion
network distilling the mapping network for better alignment
with nouns [3]. Another line of work focuses on generat-
ing extra triplet data using generative models [21, 49]. In
this paper, we propose a method trained on image-text pairs
since image-text data pairs are easy to acquire and contain
pair-matching prior information.

2.2. Knowledge Enhanced Methods

Knowledge-enhanced methods are widely used in the nat-
ural language processing community [22, 38]. The fun-
damental concept is to improve the performance by incor-
porating external knowledge [75]. In essence, knowledge-
enhanced methods require the model to generate predic-
tions considering prior knowledge [30]. The advantage
lies in their ability to inject interpretable world knowledge,
particularly beneficial for knowledge-intensive tasks like
open-domain question answering. With the rise of Large
Language Models, knowledge-enhanced methods are used
for comprehending long context and improving generation
quality [25, 31, 47, 60, 62].

Having demonstrated success in NLP, the effectiveness
of knowledge-enhanced methods also shows in other fields
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Figure 2. Overall framework of KEDs. The left part of the figure represents the dual-stream training of KEDs, consisting of the image-
only contrastive training (orange) and textual concept alignment branch (blue). The right part represents the architecture of the proposed
Bi-modality Knowledge-guided projection.

[4, 5, 20]. Recent works related to zero-shot recognition
[7, 35, 42, 51, 58, 67]. For instance, K-LITE [67] trains
a vision-text model with expanded entities via retrieving
words from Wordnet [56] or Wikitionary[55]. RA-CLIP
[75] utilizes an extra feature database to enhance cross-
model knowledge, achieving the inference process in an
”open-book exam” style since the feature database can be
considered as a ”cheating sheet”. RECO [30] explores the
retrieving modalities and fusion methods in a similar set-
ting. In this paper, we retrieve relevant images and captions
to enrich the pseudo-word token semantics.

2.3. Vision-language Pretraining

Vision-language pre-training has been a long-standing re-
search topic with wide real-world applications [13, 18, 27,
33, 53, 54, 81]. CLIP [61] is a representative work using
image-text pairs to train the visual encoder and text en-
coder in a contrastive manner, achieving remarkable zero-
shot performance on downstream tasks, including classifi-
cation and image-text retrieval. CLIP lays the foundation of
later vision-text pertaining models such as CoCa [77], BLIP
[40, 41], ALBEF [39], Flamingo [1], etc.

Researchers have explored the strong zero-shot ability
of CLIP in open-domain tasks like open-set recognition
[9, 16, 23, 43, 80], open-vocabulary detection [15, 29, 48,
57, 68, 79] and segmentation [28, 32, 45, 76]. Cohen et
al. propose PALAVRA [8], a learning paradigm for per-
sonalized concepts. PALAVRA learns mapping networks
to project image embeddings to the text embedding space
or project text embeddings to the image embedding space.
This self-supervised method also appears in recent zero-
shot papers [3, 17, 44, 65, 70]. In this paper, our goal is also
to learn a mapping network but with an extra objective.

3. Method

In this section, we describe the proposed method in detail.
The overall pipeline of KEDs is illustrated in Figure 2. We
first introduce the preliminaries in Section 3.1. Then in Sec-
tion 3.2, we introduce the Bi-modality knowledge-enhanced
projection. The dual-stream alignment training paradigm is
discussed in section 3.3. Additionally, We introduce the in-
ference process of KEDs in Section 3.4.

3.1. Preliminaries

In this work, all retrieval processes are accomplished via
Contrastive Language Image Pre-training (CLIP). CLIP
consists of a visual encoder fv and a text encoder ft trained
on image-text pairs with a contrastive objective. Specifi-
cally, given an image I and corresponding caption T , the
visual encoder extracts visual feature i = fv(I) ∈ Rd,
and the text encoder extracts the overall caption feature
t = ft(T ) ∈ Rd. To align the image-text pair in a con-
trastive manner, CLIP calculates a symmetric cross-entropy
loss Lc [69] which can be formulated as:

Li2t = − 1

|B|
∑
n∈B

log
exp(τiTn tn)∑

m∈B exp(τiTn tm)
, (1)

Lt2i = − 1

|B|
∑
n∈B

log
exp(τtTn in)∑

m∈B exp(τtTn im)
, (2)

Lc = Li2t + Lt2i. (3)

Note that the image features and the text features are nor-
malized before calculating the contrastive loss.
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3.2. Bi-modality Knowledge-guided Projection

To train a model for zero-shot composed image retrieval
without triplet datasets, we follow previous work [65] to
learn a mapping network that projects the image feature into
the text embedding space, forming a pseudo-word token.
As shown in Figure 2, we prompt the pseudo-word token v
with the text ”A photo of” and encode with a frozen CLIP
model, the generated feature is used for calculating the con-
trastive loss Lc with the image feature i. However, this
image-only training process focuses on the global image
representation, neglecting detailed attribute information.

To overcome this issue, we propose a Bi-modality
Knowledge-guided Projection network (BKP) ϕM to gen-
erate the pseudo-word token v extracting information from
relevant images and captions.
Top-K images and captions retrieval. As illustrated in
Figure 2, we provide bi-modality knowledge for each train-
ing image by retrieving Top-K image features {irk}Kk=1 and
caption features {trk}Kk=1 from a database. The Top-K im-
age and caption features provide context for the projection,
augmenting the vanilla image feature mapping network
with shared attribute information. The database is simply
constructed by random sampling 0.5M image-caption pairs
from the training set and encoded by a pre-trained CLIP
model. BKP retrieves items from the database using the
faiss library [34], ensuring training efficiency. For a thor-
ough context comprehension, we set K to 16.
Bi-modality context Fusion. After obtaining bi-modality
knowledge from the database, we fuse the reference im-
age feature with the knowledge with a simple network. The
training image feature i and the retrieved features {irk}Kk=1

and {trk}Kk=1 are first projected into a common feature space
through a linear block ψl to bridge the modality gap. Then
the training image feature i is used as the query to inter-
act with the retrieved image features and caption features
via two cross-attention blocks respectively to facilitate com-
prehension of context. The final output v ∈ R3×d is the
concatenation of three tokens, i.e., a mapped image fea-
ture token î = ψl(i) and two context-aware mapped tokens
vi ∈ Rd,vc ∈ Rd. The procedure can be formulated as:

vi = CrossAttn(î, ψl({irk}Kk=1), ψl({irk}Kk=1)), (4)

vc = CrossAttn(î, ψl({trk}Kk=1), ψl({trk}Kk=1)), (5)

v = concat(î,vi,vc). (6)

BKP encodes the bi-modality context together with the
reference images, thereby generating pseudo-word tokens
with comprehensive attribute information.

3.3. Dual-stream Semantic Alignment

Previous work [65] trains the mapping network through
image-only contrastive training as illustrated in Figure 2.

Target ImageReference Image

Candidate
Images

Retrieval
Database

on sofa with
a brown dog
on sofa with
a brown dog

Figure 3. A simple illustration of the inference process of KEDs.

A limitation is that the pseudo-word tokens are not aligned
with the textual concepts in the text embedding space, in-
troducing challenges in composing images with text during
inference. To this end, we introduce training an extra stream
ϕA on Pseudo-triplets mined from image-caption pairs to
generate pseudo word token va aligned with semantics.
Pseudo-Triplets Mining. The salient object in an image is
described by the subject noun phrase of the paired caption
syntactically. Our intuition is that the pseudo-word token va

should align with the corresponding subject phrase seman-
tic. Therefore, we extract pseudo-triplets consisting of an
image, a piece of context description, and a target caption.
To mine a pseudo-triplet, we conduct dependency parsing
on a caption T using spacy [26] and replace the subject
noun phrase with the pseudo-word token va.
Complementary Pseudo-Triplets. Each caption describes
the object from a perspective, combining diverse captions
stimulates comprehension of the image from different an-
gles. For example, a caption for a photo showing a white
husky sitting on a couch can be “Husky on the sofa”, while
a supplementary caption could be “A sleeping white dog”,
the two captions together comprehensively describe the dif-
ferent attributes, e.g. dog breed, color, action. Therefore, we
retrieve two additional captions T s and T

′

s for each caption,
generating complementary triplets to enrich semantics.
Semantic registration loss. To train an extra projection
ϕA on the pseudo-triplets, we introduce a semantic regis-
tration loss. The pseudo-word token va is injected into the
tokenized embedding of the prompt T o and encoded by a
frozen CLIP text encoder ft. The output feature v̂a is used
for calculating a cosine embedding loss Lcos with the over-
all caption embedding t = ft(T ):

Lcos = 1− cos(v̂a, t). (7)

For the complementary triplets, we calculate an averaged
supplementary cosine embedding loss Lsup with the re-
trieved captions embedding ts = ft(T s) and t

′

s = ft(T
′

s).
The overall semantic registration loss Lr is calculated by
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Cartoon Origami Toy Sculpture Average

Supervision Methods R10 R50 R10 R50 R10 R50 R10 R50 R10 R50

ZERO-SHOT

Image-only 0.3 4.5 0.2 1.8 0.6 5.7 0.3 4.0 0.4 4.0
Text-only 0.2 1.1 0.8 3.7 0.8 2.4 0.4 2.0 0.5 2.3

Image+Text 2.2 13.3 2.0 10.3 1.2 9.7 1.6 11.6 1.7 11.2
Pic2word 8.0 21.9 13.5 25.6 8.7 21.6 10.0 23.8 10.1 23.2

KEDs 14.8 34.2 23.5 34.8 16.5 36.3 17.4 36.4 18.0 35.4

CIRR Combiner [2] 6.1 14.8 10.5 21.3 7.0 17.7 8.5 20.4 8.0 18.5
Fashion-IQ Combiner [2] 6.0 16.9 7.6 20.2 2.7 10.9 8.0 21.6 6.0 17.4

Table 1. Results of the domain conversion experiment using ImageNet-R. Our method achieves state-of-the-art result.

Supervision Methods R1 R5 R10

ZERO-SHOT

Image-only 8.6 15.4 18.9
Text-only 6.1 15.7 23.5

Image+Text 10.2 20.2 26.6
Pic2word 11.5 24.8 33.4

KEDs 12.0 26.0 34.9

CIRR Combiner [2] 9.9 22.8 32.2
Fashion-IQ Combiner [2] 13.2 27.1 35.2

Table 2. Evaluation on COCO object composition task.

linearly combining Lcos and Lsup:

Lsup = 1− 1

2
(cos(v̂a, ts) + cos(v̂a, t

′

s)), (8)

Lr = Lcos + β × Lsup. (9)

The semantic alignment stream explicitly matches the
pseudo-word token va with the textual concepts in the
text embedding space. The pseudo-triplet mining process
only requires image-text pairs, which is not labor-intensive.
Note that the ϕA uses the identical Bi-modality Knowledge-
guided Projection architecture with ϕM .

3.4. Hybrid Inference

During inference, KEDs generates hybrid features of im-
age and text for retrieval. Specifically, as shown in Figure
3, KEDs generate the pseudo-word tokens v and va given
the reference image, then replace the placeholder token in
the tokenized text embedding. In this way, we generate the
composed feature using a frozen CLIP text encoder. As in-
troduced in section 3.2 and 3.3, we use a dual-stream train-
ing projection network. During inference, the two streams
generate two different composed features v̂ and v̂a through
the text encoder, we conduct a simple yet effective linear
combination to generate a hybrid feature vh for retrieval:

vh = α× v̂ + (1− α)× v̂a. (10)

vh is used for calculating the similarity with the candidate
image features. The image with the highest similarity is
selected as the prediction. Under this zero-shot inference
process, KEDs is capable of various compositional datasets.

4. Experiments
In this section, we first introduce the benchmarks and ex-
periment setup in section 4.1. Then provide the implemen-
tation details and results on the different datasets in section
4.2 and 4.3. We also provide a detailed ablation study and
analysis of the experiment results in section 4.4.

4.1. Datasets and Setup

KEDs is trained on the Conceptual Caption Three Million
(CC3M) dataset [66]. CC3M contains a wide variety of
image-caption pairs and has no overlap with the evaluation
datasets. For evaluation, we employ four datasets follow-
ing previous work, i.e. ImageNet-R [12, 24], COCO [46],
Fashion-IQ [73], CIRR [50]. The four datasets assess four
types of composition ability individually:
Domain conversion: ImageNet-R [12, 24] is used in the
domain conversion setup. Specifically, 16983 real images
under 200 classes are required to be converted to four
styles,i.e. cartoon, origami, toy and sculpture. The correct
target image should belong to the same class as the refer-
ence image while matching the domain description.
Object composition: COCO validation set [46] with 5000
images is employed for evaluating object composition. The
reference images are constructed by cropping an object in
the image according to the instance mask annotations and
the goal is to retrieve the overall image.
Scene manipulation: In terms of the scene manipulation
setup, we use the CIRR dataset [50] consisting of crowd-
sourced, open-domain images with hand-written descrip-
tions. Following previous works [3, 65], we report the per-
formance on the test split, while conducting ablation studies
on the validation set.
Fashion attribute manipulation: Another widely used
benchmark is Fashion-IQ [73] designed for fashion images.
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Dress Shirt TopTee Average

Supervision Methods R10 R50 R10 R50 R10 R50 R10 R50

ZERO-SHOT

Image-only 5.4 13.9 9.9 20.8 8.3 17.7 7.9 17.5
Text-only 13.6 29.7 18.9 31.8 19.3 37.0 17.3 32.9

Image+Text 16.3 33.6 21.0 34.5 22.2 39.0 19.8 35.7
Pic2word 20.0 40.2 26.2 43.6 27.9 47.4 24.7 43.7

SEARLE-XL 20.3 43.2 27.4 45.7 29.3 50.2 25.7 46.3
KEDs 21.7 43.8 28.9 48.0 29.9 51.9 26.8 47.9

CIRR Combiner [2] 17.2 37.9 23.7 39.4 24.1 43.9 21.7 40.4
Fashion-IQ Combiner [2] 30.3 54.5 37.2 55.8 39.2 61.3 35.6 57.2
Fashion-IQ Combiner∗ [2] 31.6 56.7 36.4 58.0 38.2 62.4 35.4 59.0
Fashion-IQ CIRPLANT [50] 17.5 40.4 17.5 38.8 21.6 45.4 18.9 41.5
Fashion-IQ ALTEMIS [11] 27.2 52.4 21.8 43.6 29.2 54.8 26.1 50.3
Fashion-IQ MAAF [14] 23.8 48.6 21.3 44.2 27.9 53.6 24.3 48.8

Table 3. Results on Fashion-IQ validation set. ∗ is the result using ResNet50x4 backbone.

Supervision Methods R1 R5 R10 R50

ZERO-SHOT

Image-only 7.4 23.6 34.0 57.4
Text-only 20.9 44.8 56.7 79.1

Image+Text 12.4 36.2 49.1 78.2
Pic2word 23.9 51.7 65.3 87.8

SEARLE-XL 24.2 52.4 66.3 88.6
KEDs 26.4 54.8 67.2 89.2

CIRR Combiner [2] 30.3 60.4 73.2 92.6
Fashion-IQ Combiner [2] 20.1 47.7 61.6 85.9

CIRR Combiner∗ [2] 33.6 65.4 77.4 95.2
CIRR TIRG [71] 14.6 48.4 64.1 90.0
CIRR ARTEMIS [11] 17.0 46.1 61.3 87.7
CIRR CIRPLANT [50] 19.6 52.6 68.4 92.4

Table 4. Evaluation on CIRR test set. ∗ is the result using
ResNet50x4 backbone.

The reference images indicate the type of clothes while the
text describes the expected attributes. We report the results
on the validation set.

In section 4.3, we quantitatively compare KEDs with the
following baseline methods:
Image-only uses the similarity between the target image
feature and reference image feature for retrieval.
Text-only retrieves the target image using the text features.
Image+text takes the average of the visual and text features
to retrieve the target image.
Pic2word [65] is a method that learns a mapping network
to project the image feature to the text embedding space. A
frozen CLIP [61] text encoder fuses the mapped visual fea-
ture and text feature to retrieve the target image.
SEARLE-XL [3] generates descriptions using a large lan-
guage model based on the class name and uses the descrip-
tions to train a textual inversion network. The pseudo-word
tokens are distilled from the inversion network.
Supervised methods [2, 11, 14, 50] are trained on the la-

Ours Pic2word

Has longer sleeves
and is green

is darker and has
a rainbow

The shirt is black
in color with angry
cat.

Reference Image + Text

Figure 4. Qualitative results on Fashion-IQ dataset. Images with
green borders represent the ground truth.

beled triplet datasets including CIRR and Fashion-IQ. The
performance is reported following previous work.

4.2. Implementation Details

We adopt the ViT-L/14 CLIP[61] backbone and use CC3M
as the training dataset. The database is constructed by ran-
domly selecting 0.5M image-text pairs and encoding the im-
age and text by the pre-trained CLIP. We employ the GPU
version faiss library [34] for efficient real-time retrieval
over the database. The Bi-modality Knowledge-guided pro-
jection module contains three layers of multi-head cross-
attention with a hidden dim of 768. We use AdamW [52]
optimizer with a learning rate of 5e−5 and 0.1 weight de-
cay. We conduct a linear warmup of 10000 steps and cosine
learning rate decay to smooth the optimization. The model
is trained for 30 epochs with a batch size of 512 on 8 RTX
4090 GPUs within one day.
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Ours Pic2word

Push the brown
dog on the blue
float in the pool.

change to real
soft drink bottle in
orange

Remove the hand.
Bigger cup

Reference Image + Text

Figure 5. Qualitative results on CIRR dataset. Images with green
borders represent the ground truth.

CIRR Fashion-IQ

Part Method R1 R5 R10 R10 R50

All
Pic2word 22.6 52.6 66.6 24.7 43.7
KEDs 27.3 56.4 69.2 26.8 47.9

ϕM

w/o Top-K img 26.5 54.5 67.0 24.0 43.6
w/o Top-K cap 26.3 54.5 66.7 22.5 42.2
w/o linear 21.7 49.0 60.9 15.9 31.6

ϕA

w/o ϕA 24.0 53.2 66.9 24.5 44.4
w/o context 25.0 54.2 67.8 25.0 44.8
w/o extra 27.2 56.0 68.5 26.0 46.3

DB
CIRR 27.1 56.3 68.9 25.8 46.4
Fashion-IQ 26.7 55.7 68.5 26.0 46.4

Table 5. Ablation studies on CIRR and FashionIQ validation sets.
For FashionIQ, we consider the average recall. ϕM is the Bi-
modality Knowledge-guided projection module, ϕA is the textual
concept alignment branch, while DB represents the Database.

4.3. Quantitative and Qualitative Results

Table 1 shows the performance of the ImageNet-R dataset,
KEDs consistently outperforms all previous methods with
a substantial margin, i.e., +7.9% Recall@10 and +12.2%
Recall@50 on average. The boost is attributed to the align-
ment between pseudo-word tokens and object semantics.

On the COCO object composition task, KEDs also out-
performs previous methods (+1.5% Recall@10) as re-
ported in Table 2. Notably, KEDs implicitly captures fine-
grained object information, leveraging multi-modal knowl-
edge from the database to recognize objects and deduce
scene layouts from neighboring images.

In terms of the fashion attribute manipulation task re-
ported in Table 3, KEDs shows impressive results. For
instance, there is a 1.5% improvement on Recall@10 and
2.3% on Recall@50 in the shirt domain compared with the

Figure 6. Visualization of how (a) the item amount of the database,
(b) the number of retrieved neighbors, (c) the weight α for mixture
feature during inference, and (d) the loss weight β influence the
performance respectively on the CIRR validation set.

previous state-of-the-art method SEARLE-XL [3]. The re-
sults demonstrate the generalization ability of KEDs. Even
in a narrow domain, KEDs still captures the attributes of the
reference image from neighbors.

Table 4 presents the result on the CIRR test set, we ob-
serve a 2.2% and 2.4% improvement in Recall@1 and Re-
call@5 respectively. KEDs achieves 26.4% Recall@1, sur-
passing many supervised methods. The result reveals the
real-world application potential of KEDs. Across these four
datasets, KEDs consistently demonstrates its effectiveness
in various compositional tasks.

We showcase qualitative example predictions by KEDs
in Figure 5 and Figure 4. Examples illustrate the ability
of KEDs to comprehend the semantic meaning of modifi-
cation description while preserving visual information from
the reference image.

4.4. Ablation Studies

To verify the influence of the modules in KEDs, we conduct
a detailed ablation study on several aspects, as reported in
Table 5 and illustrated in Figure 6.
Effectiveness of the proposed modules. We train KEDs
with variants to evaluate the effectiveness of each module.
Results are presented in Table 5. For the BKP module ϕM ,
we observe a consistent performance drop without the Top-
K image or caption feature, indicating the importance of
the knowledge modality. The performance also decreases
when training without the shared linear block, emphasizing
the importance of using a shared embedding space of ϕM
to learn from external knowledge. Furthermore, the impor-
tance of the textual concept alignment branch ϕA is demon-
strated by the performance boost. As mentioned in 3.3,
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Visual Knowledge and Text KnowledgeReference Image

old pepsi vending machine ...
this is the exact one they
had outside the center

second image of the
vintage bottle.

a bottle of soft drink
on wooden table

illustrative image
of a classic bottle

suddenly the coke
disappears and the bottle is
left with a murky substance
.

their bottle is very
recognizable , as a
matter of fact they
included in the logo

point a camera at a diver
and watch them go from
graceful o awkward !

simply diving : octopus
are encountered on
almost every dive

discover a new dimension
to underwater , new
wildlife and an adventure
you will never forget

local wildlife ... an image
captured by underwater
cameras that aim to show
off natural beauty

you might think you know
these enormous inland
seas , but watery depths
are full of surprises .

symptom is one of the
major problems scuba
divers deal with .

check out all the new additions
in baby and kids furniture ,
decor, toys , bedding and more

this new butterfly piece
crib bedding set with all
the bundle you will need .

baby 's room with a cot
it 's time to prepare the
best nursery for your
prospective baby !

if you are welcoming a
little princess , you will
want to consider our crib

cream & beige nursery
perfect for a little
prince charming .

Figure 7. Visualization of visual and text knowledge. The reference image is picked from the CIRR validation set and the visual and text
knowledge is retrieved from CC3M.

the captions contain redundant semantics. Therefore the
mapped features should specifically align with the subject
phrases. This is achieved by offering contexts in ϕA. When
the context semantics are omitted, the performance dramat-
ically decreases. Additionally, there is a slight performance
drop without extra captions, aligning with the intuition that
extra captions depict objects from diverse perspectives, aid-
ing semantic alignment. We compare different weights α
for mixing dual-stream features during inference, a consis-
tent improvement over single-stream features is observed in
Figure 6 (c). In terms of the weights β for the extra caption
loss during training in Figure 6 (d), results show that KEDs
is robust to varying weights.
Analysis of the Top-K values. To find the optimal number
of nearest neighbors to retrieve during training, we conduct
experiments on the CIRR validation set and visualize the
result in Figure 6 (b). A small value of K provides limited
information while a large value affects efficiency. To strike
a balance, we set K to 16. We also visualize the retrieved
items in the Figure 7. The retrieved images and captions are
closely relevant to the reference image in certain attributes,
assisting KEDs in extracting common information. The bi-
modality knowledge in the relevant images and captions en-
riches the semantics of the generated pseudo-tokens.
Design of the database. Figure 6 (a) visualizes how
the item amount in the database influences performance.
While more items improve the performance, the benefit is
marginal. Therefore we set the number of items to 0.5 Mil-
lion image-caption pairs. In the bottom part of Table 5, we
additionally test two variants of visual and text features in
the database during inference, i.e. substitute CC3M features
with CIRR features or Fashion-IQ features. However, re-

sults indicate the CIRR features or Fashion-IQ features are
not compatible with CC3M features. We believe the open-
domain knowledge contributes to the zero-shot performance
and the proposed Bi-modality Knowledge-guided Projec-
tion network learned the knowledge within the database.

5. Conclusion

In this paper, we propose a Knowledge Enhanced Dual
Stream zero-shot composed image retrieval framework
(KEDs) for Zero-shot Composed Image Retrieval. KEDs
includes a Bi-modality Knowledge-guided Projection net-
work. In particular, the network incorporates a database to
provide relevant images and captions for the reference im-
ages. In this way, KEDs generates pseudo-word tokens with
attribute information. In addition, KEDs integrates an extra
stream to generate pseudo-word tokens aligned with textual
concepts in the text embedding space. During inference,
we combine pseudo-word tokens from two streams for re-
trieval. Extensive experiments show that KEDs surpasses
previous methods on four datasets including ImageNet-R,
COCO, Fashion-IQ and CIRR. Future work may leverage a
Large language model to generate detailed descriptions.
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