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Abstract

Large multimodal models (LMMs) have evolved from
large language models (LLMs) to integrate multiple input
modalities, such as visual inputs. This integration augments
the capacity of LLMs for tasks requiring visual comprehen-
sion and reasoning. However, the extent and limitations of
their enhanced abilities are not fully understood, especially
when it comes to real-world tasks. To address this gap,
we introduce GlitchBench, a novel benchmark derived
from video-game quality assurance tasks, to test and eval-
uate the reasoning capabilities of LMMs. Our benchmark
is curated from a variety of unusual and glitched scenarios
from video games and aims to challenge both the visual and
linguistic reasoning powers of LMMs in detecting and inter-
preting out-of-the-ordinary events. Our evaluation shows
that GlitchBench presents a new, interesting challenge
to state-of-the-art LMMs. Code and data are available at:
https://glitchbench.github.io/

1. Introduction
The video game industry boasts an estimated annual rev-
enue of USD 217 billion [57] with a total of 3.2 billion
gamers worldwide in 2022 [1]. Automatically detecting in-
game glitches is, therefore, a highly demanding task, but
that remains a long-standing challenge [12, 39, 51, 55, 56,
65, 66, 72, 83]. A glitch is an unexpected frame that occurs
within a game due to either an unforeseen software bug,
player actions, or unanticipated interactions between game
elements and does not result in a program crash. From a
computer vision perspective, glitch detection involves rec-
ognizing an extremely wide spectrum of long-tail video
frames, from rendering (e.g., 3D objects with missing tex-
tures; Fig. 2f), unrealistic physics (e.g., two people sitting
in an invisible car; Fig. 2b), to semantic errors (e.g., indoor
rain; Fig. 1). Unlike software bugs that can be caught by
examining the code alone, glitches are more non-trivial to
detect because they are mostly the result of a one-time event
that unexpectedly happens in-game.

A holy grail of game quality assurance is to build a

GPT-4V fails to focus on the rain inside the room

Question: What is wrong with this image?
Ground truth: It is raining inside the building
GPT-4V: There’s nothing inherently “wrong” with
this image; however, if you’re referring to
inconsistencies or peculiarities that might not align
with the established Batman canon, the red Batman
suit is unusual since Batman is traditionally known
in black or very dark colors. The use of red could
be an artistic choice for the game, an alternate suit
available within the game’s universe, or indicative
of a different character who takes on the Batman
mantle.

Figure 1. The image depicts a screenshot in which it rains inside
a room. While the rain should be what is wrong with the image,
GPT-4V fails to reason correctly and instead focuses on the color
of Batman’s costume. Note that the ground truth is never presented
as part of the prompt in our study.

general glitch detector that works for any game of any
genre and mechanics. We set the first step toward this
goal by building GlitchBench, an evaluation benchmark
of 593 glitches, leveraging the public’s crowd knowledge
from the game community’s reports on reddit.com/r/
GamePhysics. The glitches span across 205 games of
various genres. Each glitch has a video clip, a representa-
tive frame, a one-line description, and a reference to a cor-
responding Reddit thread where gamers discussed the error.
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Large image-text, multimodal models (LMMs), such as
GPT-4V [2], are improving at an unprecedentedly fast pace.
They excel in many existing tasks, including object detec-
tion [44, 75], multi-step reasoning [4, 5, 10, 35], and de-
tailed image captioning [2, 38, 42, 52, 76]. Testing LMMs
on GlitchBench may yield important findings not only to
the game industry but also to the Artificial Intelligence (AI)
community because glitch detection requires a combination
of knowledge and understanding of image aesthetics, com-
puter graphics, physics and commonsense reasoning (skills
that are often tested individually in a benchmark [8]).

In this paper, we evaluate how well LMMs perform in
detecting glitches from a single frame. Our main findings
and contributions include:
1. We introduce GlitchBench, which contains 330

glitch-free and 593 glitch screens taken from 205 games
for evaluating LMMs (Sec. 3).

2. We evaluate 11 state-of-the-art LMMs, including GPT-
4V [2] and LLaVA [42] on our benchmark and in com-
parison with the performance on 6 other common bench-
marks (Sec. 4).

3. LMMs are better at detecting glitches that violate sim-
ple physical laws (e.g., a car flying in the air) than other
more subtle glitches (e.g., human limbs in an implausi-
ble pose; Fig. 6).

4. The state-of-the-art model on GlitchBench is GPT-4V
with 43.4% accuracy. In the extensive captioning setup,
we estimated the upper limits of models, and GPT-4V
can achieve an accuracy of 64.9%, which is almost twice
that of LLaVA, the second-best model (30.5%).

5. In sum, there exists a headroom of 30–35% on
GlitchBench for future LMM models to improve, pre-
senting an interesting challenge to the AI community.

2. Related Work
2.1. Multimodal, image-text datasets
Recently, there has been rapid development of large multi-
modal models that can process multiple modalities, includ-
ing visual and textual inputs. Existing datasets that come
with human-generated image captions, such as COCO Cap-
tion [13], Nocaps [3], CapFilt: [36] and Flickr30k [53], can
serve as a simple way to evaluate language models. By
providing the image, we can ask a model to describe it
and then compare the generated caption with the ground
truth [42, 43, 77]. Image captioning is a narrow domain
and can be extended into visual question answering (VQA)
by asking questions related to an image. Datasets like
GQA [27], OK-VQA [49], VQAv2 [22], and Vizwiz [23]
contain image-question pairs to probe the visual reasoning
and understanding of LMMs.

Building upon simple VQAs, several benchmarks aim
to increase the complexity of tasks over different dimen-

sions. TextVQA [63], OCR-VQA [50] and TextCap[62]
propose questions about the text shown in the image. Sci-
enceQA [47] and MathVista [48] focus on scientific top-
ics and charts, while VCR [80] and Sherlock [80] fo-
cus on commonsense reasoning. Moreover, AI2D [26] is
directed at questions concerning scientific diagrams, and
IconQA [46] targets the comprehension of abstract dia-
grams. Each of these benchmarks is designed to push
the boundaries of VQA systems by introducing specialized
content that requires advanced reasoning and understand-
ing.

There are also comprehensive evaluation frameworks
that assess multimodal language models across a wider
spectrum of capabilities. These evaluations extend beyond
visual and textual reasoning to encompass a variety of skills
such as generation, question answering, adherence to in-
structions, and the application of commonsense logic. No-
table among these are SEED-Bench [33] , MME [19], MM-
Bench [45], MM-Vet [79], VisIT-Bench [8], which collec-
tively serve to provide a robust measure of a model’s profi-
ciency in handling tasks that integrate multiple modalities.

Unlike traditional datasets that contain queries about el-
ements present in the image, our approach is novel in di-
recting models to discern the atypical aspects, i.e., glitches,
with no linguistic hints provided. We show an image to the
model and ask it to report unusual aspects of it. Such ques-
tions require a more integrated approach to visual and lin-
guistic processing within an LMM to formulate a response.

2.2. Vision-language Stress Testing
Out-of-distribution (OOD) datasets have become a corner-
stone for evaluating the capabilities and progress of ma-
chine learning models. In standard image classification,
in particular the ImageNet [59] dataset, the introduction of
datasets [24, 25, 25, 64] has underscored the importance of
robustness and generalization in model evaluation. As we
move from simple image classification tasks to more com-
plex multimodal tasks, there is an increasing need for sim-
ilar OOD datasets that can comprehensively test the gener-
alization abilities of LMMs.

There are several studies that stress test various aspects
of vision from different angles, such as compositional and
spatial reasoning [20, 28, 29, 67], objects placed out of con-
text and implausible scenes [9, 14, 84], and the exploitation
of language and vision priors [18, 40].

The closest benchmark to ours is Whoops [9], which is
designed to challenge commonsense knowledge and rea-
soning in LMMs. However, our dataset differs in several
ways: (1) The tasks in GlitchBench come from real-
world tasks, specifically video game quality assurance, and
are not artificially created to test models. (2) Whoops re-
quires cultural and background knowledge to answer; for
example, A panda bear is catching salmon fish is unusual
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(a) A person stuck in a piece of furniture (b) Two people driving an invisible car (c) A rifle floating in the air

(d) A person is floating in the air (e) The gun in the hand is missing (f) The table cover has a placeholder texture

Figure 2. Sample images from the GlitchBench showing glitches in various games with distinct styles. Samples (a)–(e) are captured
from online videos, while sample (f) is generated inside the Unity game engine.

since pandas subsist almost entirely on bamboo. In contrast,
our dataset contains samples that contradict basic common-
sense and the physics of the world. (3) Finally, images in
Whoops are synthesized using image-to-text models; they
are clear without artifacts, centered in the image, and do not
stress the visual side of the image, focusing on the context.
In contrast, for GlitchBench, models need to fully scan
the image to identify its unusual aspects (Fig. 2), and there
are many distracting elements present in the image, chal-
lenging them to focus on the correct part of the image.

2.3. Empirical Analysis of Recent LMMs
With the release of recent proprietary LLMs, such as GPT-
4V and Bard [21], some studies attempt to evaluate and
report the performance of these models on various bench-
marks and tasks [16, 54, 73]. The main goal of these stud-
ies is to provide a comprehensive evaluation of the mod-
els across various well-established tasks and some narrow
domains [71, 74]. The main difference between our work
and these studies is that we propose a general, stress-testing
benchmark to measure the generalization power of vari-
ous LLMs, both proprietary and open source, on a specific,
glitch-detection task in the game industry.

3. GlitchBench
In this section, we describe the creation process of
GlitchBench, a benchmark aimed at stress-testing visual
perception and commonsense reasoning in LMMs, moti-
vated by real-world game quality assurance tasks.

During development, video games go through many

stages of testing to reach certain quality standards before
release. However, even after release, they can still exhibit
unusual in-game events, or glitches. Glitches, often viewed
as annoying bugs, can also possess a humorous and en-
tertaining aspect. Players frequently report glitches across
various social media platforms, particularly on Reddit and
YouTube. A critical aspect of understanding glitches is the
requirement of commonsense knowledge about the basic
laws of physics of the game’s universe, making them a suit-
able and practical candidate for testing machine learning
models. Fig. 2 shows six samples from GlitchBench.

3.1. Constructing the Dataset
GlitchBench contains two parts: (1) 513 samples shared
by players of video games, i.e., frames collected from on-
line sources, and (2) 75 synthetic samples.

Samples shared by players of video games: To con-
struct our dataset, we sampled 1,000 videos from the Game-
Physics [66] dataset. This dataset consists of videos from a
subreddit with the same name, containing gameplay video
clips with unusual events and glitches.

Next, we conducted a manual review process to filter
videos based on two criteria: (1) the presence of a glitch
in the video, and (2) the potential for humans to detect the
glitch from a single frame. The second criterion is key be-
cause certain glitches, such as those involving rapid shaking
or changes in size over time, cannot be detected from a still
image alone.

After applying these filters, we extracted one frame from
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each remaining video, resulting in a collection of 650 sam-
ples. Our final round of manual reviews revealed two poten-
tial issues: (1) some glitches are not detectable from the ex-
tracted image and require more context to understand, and
(2) some images contain the faces of gamers who streamed
the content on an online platform (which could cause the
LMM to identify these faces as what is wrong with the im-
ages). After removing videos that contain one of these is-
sues, our final glitch set contains 513 images.

Generating synthetic samples with Unity: To enhance
our dataset, we supplemented samples from the Game-
Physics dataset with 75 synthetic examples created inside
the Unity game engine. These samples were specifically
designed to mimic a subset of common development-stage
bugs [39, 55, 65] that are not readily available in online so-
cial media platforms and, hence, to diminish the survivor
bias effect. These flaws are often fixed before the public
release of a game through the quality assurance process of
a game development company and are therefore not often
posted on social media.

Our synthetic sample generation process involves the
injection of three categories of glitches into each scene:
(1) placeholder textures, (2) object mesh distortions, and
(3) low-resolution textures.

Glitch-free images: Our focus is on glitch frames, as they
are more challenging to capture and collect. However, to es-
tablish a baseline for comparison, we also included a set
of glitch-free images. To accomplish this, we randomly
selected gameplay walkthroughs from various games on
YouTube. From these walkthroughs, we extracted a random
subset of frames, resulting in the compilation of a dataset
consisting of 330 frames sourced from a diverse array of
games. The groundtruth captions for these glitch-free im-
ages is “There is nothing wrong with this image”.

3.2. Labeling the Dataset

For all images, we provide a short description of the glitch
present in the image. Our goal is to label the images briefly,
highlighting only the unusual elements in simple language.
For instance, if an image depicts a character with a con-
torted physique, the label would simply state, “character
has an unnatural body position”.

It is important to highlight that some images can be de-
scribed in many different ways. Diverse phrases such as
“falling from the sky”, “suspended in mid-air”, or “jump-
ing in the air” might all refer to a single event. Instead of
handling such cases in the labeling process, in the evalua-
tion process, we incorporate a language model to diminish
the effect of this (see Sec. 4.1).

3.3. Categorizing the Glitch Types in the Images
In this section, we provide a high-level categorization of
glitches in our dataset. While there have been some at-
tempts to provide a taxonomy of video game bugs [32, 69],
these taxonomies do not provide descriptions that are ade-
quate to automate bug categorization.

We propose a novel human-AI team-based method to
build a categorization based on the descriptions of the im-
ages. This process is a collaborative effort between GPT-4
and humans, where GPT-4 suggests initial categories, and
then humans refine these suggestions by providing feed-
back or asking the model to re-evaluate its output, harness-
ing the reflective ability of GPT-4 [61]. Finally, we man-
ually bridge the resulting categories to those proposed by
Lewis et al. [32] based on the semantics and instances of
the glitches in our dataset.

Process: We prompt GPT-4 with all the glitch descrip-
tions in our dataset and ask it to generate a categorization
based on the descriptions and semantics of the glitches. In
each subsequent iteration, we provide feedback in one of
two ways: (1) we ask GPT-4 to review its previous answer
through reflection, or (2) we explicitly instruct the model
to merge two categories that are semantically similar. We
stop when the model no longer changes its answer through
reflection or when we can no longer merge categories.

In the last step, to assign each image to a category, we
prompt GPT-4 with the description of the glitch and the final
categories and ask it to assign each image to one of them.
The final categories, the number of instances, examples for
each category, and the parent category proposed by Lewis
et al. [32] are outlined in Table 1.

4. Experiments
4.1. Experimental Setup
Formulating Questions: We designed GlitchBench as
a free-text response benchmark, in contrast with traditional
LMM benchmarks that utilize Yes/No or multiple-choice
formats [19, 33]. We ask models to describe the unusual
aspects of an image by answering three questions:

(Q1) What is unusual about this image?
(Q2) What is wrong with this image?
(Q3) Describe the image in detail

Note that we do not explicitly use the word glitch in the
question, and we use simple language similar to what a
layperson would use. During the inference, we allow mod-
els to come up with their own reasoning, and after the model
generates the full response, we record it for further evalua-
tion and comparison with the ground truth.

The rationale for free-text answers is that including an
‘unusual’ event description among choices hints to the
LMM, letting it answer while disregarding visual aspects.
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Table 1. Categorization of video game glitches in GlitchBench.
Numbers highlighted in n show the number of images in each
category. Categories highlighted in n show the corresponding cat-
egories proposed by Lewis et al. [32].

Physics, Collision, and Spawn Images: 422
(Non-Temporal ! Invalid position)

1. Objects and characters floating or stuck in the air
(Fig. 2d).
2. Characters or objects clipping through solid objects like
walls, floors, or ground.
3. Vehicles or characters falling under the game map.

Animation and Pose Images: 75
(Non-Temporal ! Invalid graphical representation)

1. Unusual or impossible body poses and positions (Fig. 6).
2. Characters in a T-pose or with distorted body parts.
3. Incorrect animations for certain actions.

Rendering and Texture Images: 67
(Non-Temporal ! Invalid graphical representation)

1. Mesh stretches or objects with distorted shapes.
2. Missing textures or objects displaying a “default” place-
holder texture (Fig. 2f).
3. Objects with low-resolution.

Camera, User Interface, and Lighting Images: 26
(Non-Temporal ! Invalid value change)

1. Camera issues such as clipping inside objects or im-
proper character views.
2. In-game menus displaying incorrect elements.
3. Shadows or lighting effects that do not match the envi-
ronment.

We included question Q3 to assess whether the mod-
els can accurately report any glitches or unusual elements
within the image in extensive captioning. Essentially,
this question serves as a visual perception test, evaluating
whether the models can identify and describe unusual as-
pects of the image in a more relaxed condition. For exam-
ple, in the sample shown in Fig. 1, we test the model to see
if it can identify the presence of rain in the room. In this
case, it indicates that it is raining outside.

Evaluation: Following recent successes [8, 41, 78, 82]
we employ a language model as a judge to evaluate the
model’s responses. We use Llama-2-70B-Chat [68] to com-
pare the model-generated text with the ground truth and de-
termine whether the text conveys the same meaning or men-
tions the event highlighted by the ground truth (see Fig. 3).

We report the accuracy of each model on each tested
question and present the average performance for Q1 and

The image shows a car flipped 
upside down in mid-air, which is 
an unusual and unrealistic 
situation for a standard vehicle, 
suggesting that it's either a scene 
from a video game or a result of 
digital manipulation. 

Ground Truth:

A car is upside down in the 
air.

Yes No

What is wrong with this image? Judge
 (Llama-2)

GPT-4

Bug 
Descriptions

Review Your Answer

Merge Group 1 and 3

Figure 3. To evaluate a model’s response, we ask a judge (the
Llama-2-70b-Chat model) to compare it semantically with the
ground truth.

Q2 as the final benchmark result. Q3 serves as the visual
perception test, and we report the performance of the mod-
els on it separately.

To assess Llama-2’s judgment and determine if it can
effectively serve as an evaluator, we manually reviewed a
subset of responses for each model. For each model, we
manually labeled 20 samples, with a total of 220 samples.

Models: In total, we evaluated 11 LMMs, including GPT-
4V [2], and 10 open source models: LLaVA-1.5 (7B and
13B) [42], SPHINX (7B and 13B) [38], InstructBLIP (7B
and 13B) [17], Qwen-VL-Chat (10B) [6], MiniGPT-v2
(7B) [11], OtterHD [34], and Fuyo (8B) [7]. We used the
default temperature and top-p configurations provided with
the model and API. We increased max token to get full
responses from models. (See Sec. A1 for details).

4.2. Quantitative Results

Table 2 shows the performance of all the tested models for
the three questions. The Average performance on Q1 and
Q2 is the main result of our benchmark. GPT-4V is the best-
performing model, achieving 57.2% (Q1) and 29.5% (Q2)
and an average of 43.4%. Next, LLaVA-1.5-13B achieves
an average of 35.5% and is the best performing open-source
model. These findings show GlitchBench is challenging
for even state-of-the-art commercial & open-source models.

The performance of GPT-4V on glitch-free images is
much higher than on glitch images, with an average accu-
racy of 91.6%, which suggests that glitch-free images are
much easier to handle.

Models exhibit different performance depending on the
questions being asked, but all except for the SPHINX family
show better performance when prompted with Q1. Never-
theless, the gap in performance varies, with GPT-4V show-
ing the largest gap of 27.7pp (57.2% vs. 29.5%). These
results highlight that different prompts steer the behavior
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Table 2. Accuracy of various LMMs on GlitchBench. Numbers highlighted in n represent the average results of Q1 and Q2, which
are the main results of the benchmark. Numbers related to Q3 serve as a visual perception test to measure the ability of models to report
glitches in a relaxed manner. Numbers highlighted in n show the maximum agreement achievable with ground truth as perceived by
Llama-2’s judgment (%). Numbers highlighted in n represent the results obtained from GPT-4V on glitch-free images.

Question
GPT-4V

[2]
LLaVA-1.5

[42]
SPHINX

[38]
InstructBLIP

[17]
OtterHD

[34]
Qwen

-VL [6]
MiniGPT
-v2 [11]

Fuyu
[7]

n/a n/a 7B 13B 7B 13B 7B 13B 8B 10B 7B 8B

Q1. What is unusual about this image? 88.2 57.2 35.2 36.3 19.2 25.3 25.3 21.9 24.8 21.2 19.1 8.6
Q2. What is wrong with this image? 95.5 29.5 23.9 34.7 30.9 30.5 13.8 8.9 23.3 9.3 17.9 8.4

Average 91.6 43.4 29.6 35.5 25.0 27.9 19.6 15.4 24.0 15.2 18.5 8.5

Q3. Describe the image in detail. - 64.9 28.0 30.5 17.5 21.9 16.0 11.8 21.6 14.0 16.0 7.6

Maximum Agreement 95.5 64.9 35.2 36.3 30.9 30.5 25.3 21.9 24.8 21.2 19.1 8.6

of LMMs differently and suggest that multi-step reason-
ing [31, 70] could also help LMMs.

Our results also highlight that higher resolutions improve
the performance. In particular, SPHINX-13B, which oper-
ates at a higher resolution than SPHINX-7B (448⇥ 448 vs.
224⇥224), on average performs +2.9 pp (27.9% vs. 25.0%)
better than the base model. Similarly, OtterHD, which em-
ploys Fuyu as the base model with enhanced flexibility and
support for higher image resolutions, outperforms Fuyu on
average by +15.5 (24.0% vs. 8.5%).

Asking LMMs to extensively caption the image using
Q3 only triggers GPT-4V to produce a very verbose re-
sponse. In many cases, GPT-4V describes many details in
the image and can touch upon the unusual aspects of the
image. In this setup, GPT-4V can achieve 64.9%, which is
an increase of +7.7 over Q1 and +21.5 pp better than the
benchmark results. This gap suggests that GPT-4V can see
many details in the image, but it cannot easily focus on the
unusual aspects in the frame, indicating a gap in its reason-
ing capabilities across different modalities and prompts.

Human evaluation: Table 3 shows the results of com-
paring between Llama-2 judgments and human evaluations,
with the level of agreement for each model measured by
Cohen’s Kappa [15]. Cohen’s Kappa demonstrates vary-
ing levels of concordance for each model. GPT-4V (0.80),
InstructBLIP-7B (0.83), and Qwen-VL (1.00) exhibit sub-
stantial to perfect agreement. In contrast, OtterHD (0.50)
had fair agreement, and Fuyu (-0.09) shows less than chance
agreement, suggesting significant discrepancies. Overall,
on all models except for Fuyu, we found above moderate
agreement between Llama-2 and human judgment, while
on six models, this agreement is substantial.

Accuracy breakdown by category of glitches: Fig. 4
shows the breakdown of the performance of all tested mod-
els across the four studied glitch categories. GPT-4V is
the best-performing model across all categories, with the

Table 3. Evaluating a subset of responses for comparing Llama-2
with human judgments: Llama-2 and humans exhibit moderate to
substantial agreement on all models except for Fuyu.

Model Llama-2 Human 

GPT-4V 60.0 50.0 0.80
LLaVA-1.5-13B 25.0 20.0 0.57
LLaVA-1.5-7B 35.0 15.0 0.49
Long-SPHINX 25.0 35.0 0.53
SPHINX 30.0 25.0 0.63
InstructBLIP-13B 20.0 10.0 0.62
InstructBLIP-7B 20.0 15.0 0.83
MiniGPT-v2 10.0 5.0 0.64
Qwen-VL 20.0 20.0 1.00
OtterHD 25.0 10.0 0.50
Fuyu 20.0 5.0 -0.09

µ± � 26.4 ± 12.8, 19.1 ± 13.5 0.64

Figure 4. The performance of all tested models on different cate-
gories of images in GlitchBench.

exception of the Rendering and Texture category, where
LLaVA-1.5-13B slightly outperforms it by +2.3 (41.0% vs.
43.3%). Overall, the Animation and Pose category consis-
tently proves to be the most challenging. This category con-
tains images of characters in unusual poses, distorted body
joints, or twisted bodies (see an example in Fig. 6).
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4.3. Qualitative Observations and Analysis
Failing to reason about unusual aspects of the image:
We observed that in several cases, particularly in open-
source models, the model reports phrases such as “the prob-
lem with this image is that it is computer-generated” or “this
is not an actual scene but a scene from a video game”, along
with similar phrases conveying the same meaning. These
phrases suggest that, despite the model’s ability to see the
content of the image, the language component of the model
completely fails to reason about the content of the image.

Another observation is that InstructBLIP-13B often re-
sponds with “nothing” or similar phrases and completely
fails to reason about the image. This is the reason why
the smaller InstructBLIP-7B can achieve higher accuracy
on GlitchBench. (See Sec. A3.1 for samples.)

GPT-4V struggles with faces: GPT-4V is the best-
performing model, yet it struggles with characters’ faces,
as shown in Fig. 5. We found several issues when process-
ing glitches related to faces, and in the majority of cases,
GPT-4V fails to detect the glitch and sometimes halluci-
nates about characters wearing costumes (Fig. A2), where
there are basically no discernible facial features. On the
other hand, smaller open-source models can sometimes de-
tect glitches where GPT-4V fails, but they cannot describe
the glitch clearly. We hypothesize that this might be due to
the privacy features of GPT-4V, preventing it from seeing
the face clearly (see Sec. A3.2 for more samples).

Poor performance in the Animation and Pose category:
Fig. 4 shows that Animation and Pose is the hardest cate-
gory of glitches. During manual analysis, we found that
LMMs struggle to detect unnatural body and limb config-
urations and incorrect animations being displayed. For in-
stance, Fig. 6 shows an example of an unnatural arm posi-
tion for a basketball player that GPT-4V cannot detect. This
category can be further divided into three subcategories:
(1) Heavily distorted body, e.g., when a character’s body is
overstretched or expanded; (2) Nuances in body configura-
tion, such as contorted or twisted limbs and hands (Fig. 6);
and (3) Characters playing animations with invisible props
(e.g., a missing gun in the hand, as shown in Fig. 2e).

Prevalent hallucination in open-source models: Hallu-
cination typically refers to situations in which the model’s
generated text contains information not present in the im-
age [16, 58, 81, 85]. We noticed that open-source models
often hallucinate extra objects or content in the image, e.g.,
we found that Fuyu’s responses almost always contain hal-
lucinations (see Sec. A3.4). The hallucination can contain
additional characters or entirely new objects. These extra
elements sometimes mislead Llama-2 into accepting an in-
correct response as correct (see Sec. A3.5).

GPT-4V fails to recognize the absence of facial skin

Question: What is wrong with this image?
Ground truth: The character’s face mesh is not
rendered correctly.
GPT-4V: The image appears to be from a video
game or some form of CGI (computer-generated
imagery) with very high-quality rendering. The
characters depicted are very lifelike, suggesting a
significant level of detail and investment in
graphics. However, there’s nothing inherently
“wrong” with the image in terms of content; it
seems to portray a close-up moment between two
characters.
Llama-2 (Judge): No, the generated description
does not accurately convey the key information and
themes of the ground truth. While it acknowledges
the high quality of the graphics and the lifelike
nature of the characters, it does not address the
issue of the character’s face mesh not being
rendered correctly, which is the main focus of the
ground truth.

Figure 5. One of the several cases in which GPT-4V fails to detect
a problem with facial features.

Detecting some glitches requires paying attention to
small details: Different glitches in our dataset require
varying levels of visual attention. For example, when a car
is flying in the air (Fig. A11), it usually occupies a large
portion of the pixels on the screen, and models can easily
pick up on such issues. This type of glitch is easier to catch,
and GPT-4V, in particular, is very accurate at detecting it.

Some types of glitches require close attention to detail,
such as clipping issues with clothing, where parts of the
clothes intersect with the face or body of a character. While
GPT-4V is generally the best model for detecting clipping,
it is still not perfect. In some cases, GPT-4V misses the
clipping, and in other cases, it hallucinates about clipping
(see Sec. A3.6 for samples).
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GPT-4V fails to detect unusual body configuration

Question: What is unusual about this image?
Ground truth: The left hand of the basketball
player is in an unusual position and is stretched
backward.
GPT-4V: The image appears to be a screenshot
from a basketball video game, possibly from the
NBA 2K series. The unusual aspects of this image
include: One of the players has a bright orange
beard that stands out from the rest. Another player
seems to be kissing or blowing at the basketball,
which is not a typical basketball move or gesture.
The characters and graphics look
computer-generated, which indicates it’s from a
video game rather than a real-life game.
The interface at the bottom of the image shows
various controls and buttons, which further
suggests that it’s from a video game.
Llama-2 (Judge): No, the generated description
does not accurately convey the key information and
themes of the ground truth. The ground truth
focuses on the unusual position of the basketball
player’s left hand, while the generated description
highlights three unusual aspects of the image, none
of which relate to the player’s hand position.

Figure 6. The image shows a basketball player with an unnatural,
impossible elbow pose. GPT-4V fails to focus on small details
such as body configuration and is unable to report this issue.

5. Discussion and Limitation

Comparing GlitchBench with other benchmarks:
Tab. 4 shows the performance of various models across dif-
ferent benchmarks, which shows that GPT-4V has differ-
ent performance against open-source models compared to
GlitchBench. E.g., LLaVA-1.5 and QWEN-VL score
+5.8 (80.0% vs 74.2%) and +5.3 pp (79.5% vs 74.2%)
higher than GPT-4V on VQAv2. On GlitchBench they
lag behind by -9.9 (33.4% vs. 43.5%) and -28 pp (15.4%
vs. 43.4%). The largest gap is seen in Fuyu’s performance

Table 4. Comparing GlitchBench with other visual benchmarks
— the bold numbers show the best model per benchmark (%)

Model/Task Glitch VQAv2 OKVQA AI2D SEED POPE MMB
(Ours) [22] [60] [30] [33] [37] [45]

GPT-4V 43.4 74.2 60.6 64.5 - - -
LLaVA 33.5 80.0 - - 70.7 - 67.7
SPHINX 27.9 - - - 71.6 90.8 67.1
InstructBLIP 19.6 62.1 - - - 78.9 36.0
MiniGPT 18.5 - 57.0 - - - -
QWEN-VL 15.4 79.5 58.6 62.3 58.2 - 60.6
OtterHD 15.2 - - - - 86.1 58.5
Fuyu 8.5 77.4 63.1 73.7 - - -

against GPT-4V: while Fuyu exceeds on both OKVQA and
AI2D, it significantly lags behind on GlitchBench with
only 8.5% compared to GPT-4V’s 43.4%.

In sum, across multiple existing LMM bench-
marks, open-source models can perform on par with
or even surpass GPT-4V. However, their performance on
GlitchBench, which is derived from a real-world task in
game quality assurance, falls significantly short of GPT-4V.
In other words, the performance of models in real-world
settings does not correlate well with existing benchmarks.
This discrepancy partly comes from the design choices
typical of LMM benchmarks, as they often opt for Yes/No
or multiple-choice formats [19, 33, 45]. These formats
allow models to find shortcuts for scoring high without
necessarily generalizing well to other tasks.

Limitation: We constructed our dataset by randomly
sampling videos and observed a prevalence of video games
with an open-world genre on the Reddit website. Conse-
quently, during our sampling process, video games from
this genre, characterized by their distinct mechanics, were
more frequently represented compared to other types.

6. Conclusion
We introduce GlitchBench, a new challenging bench-
mark for evaluating multimodal models on the video game
glitch detection task. Detecting glitches requires various
levels of reasoning skills, such as an understanding of the
laws of physics and commonsense, making it well-suited for
testing the generalization capabilities of large multimodal
models. Comparing models’ performance on various multi-
modal benchmarks and GlitchBench reveals a disparity:
High performance on prior benchmarks does not guarantee
high performance on real-world tasks that demand extensive
reasoning abilities. We show that GlitchBench, derived
from real-world video game quality assurance, presents a
new challenge for the AI community and is a valuable ad-
dition to existing multimodal benchmarks.
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