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Abstract

Generating emotional talking faces is a practical yet
challenging endeavor. To create a lifelike avatar, we draw
upon two critical insights from a human perspective: 1) The
connection between audio and the non-deterministic facial
dynamics, encompassing expressions, blinks, poses, should
exhibit synchronous and one-to-many mapping. 2) Vibrant
expressions are often accompanied by emotion-aware high-
definition (HD) textures and finely detailed teeth. How-
ever, both aspects are frequently overlooked by existing
methods. To this end, this paper proposes using normal-
izing Flow and Vector-Quantization modeling to produce
emotional talking faces that satisfy both insights concur-
rently (FlowVQTalker). Specifically, we develop a flow-
based coefficient generator that encodes the dynamics of
facial emotion into a multi-emotion-class latent space rep-
resented as a mixture distribution. The generation process
commences with random sampling from the modeled distri-
bution, guided by the accompanying audio, enabling both
lip-synchronization and the uncertain nonverbal facial cues
generation. Furthermore, our designed vector-quantization
image generator treats the creation of expressive facial im-
ages as a code query task, utilizing a learned codebook to
provide rich, high-quality textures that enhance the emo-
tional perception of the results. Extensive experiments are
conducted to showcase the effectiveness of our approach.

1. Introduction
Talking face generation has garnered growing interest due
to its immense potential in various contexts, including vir-
tual reality, filmmaking, and online education [34]. While
existing research has made significant strides in improving
lip-synchronization [4, 50, 51, 54], a notable oversight is
the neglect of expressive facial expressions and diverse head
poses, which are integral components of creating a lifelike
and captivating avatar [46]. Consequently, one can readily
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Figure 1. Example animations produced by FlowVQTalker. Given
a source image and a driving audio, FlowVQTalker creates talk-
ing face video, complete with diverse and synchronous facial dy-
namic, emotion-aware HD texture and fine-grained clear teeth.

distinguish such avatars from real humans.
To address this, we initially identify two vital observa-

tions for natural-looking talking heads from a human per-
spective: 1) In reality, non-verbal facial cues exhibit in-
herent variability, rendering them non-deterministic in na-
ture [45]. Therefore, the mapping from input audio to gen-
erated video constitutes a one-to-many relationship [49],
where one audio clip can manifest in multiple plausible vi-
sual results owing to the fluid emotions, blinks, and head
poses. 2) Authentic expressions not only retain the iden-
tity of source image but also feature intricate textures, such
as wrinkles that intensify the expressiveness of the desired
emotion. As depicted in Fig. 1, vertical lines between the
eyebrows commonly accompany anger, while horizontal
wrinkles on the forehead are associated with fear or sur-
prise [10]. Furthermore, a high-quality video should en-
compass clear teeth. The observations succinctly encapsu-
late the key considerations in the avatar generation process,
guiding the direction of progress and enhancement towards
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more engaging and realistic talking face synthesis.
Recent efforts have focused on modeling facial expres-

sions [47, 48] and head motions. [11, 35, 43] rely on discrete
emotional labels to prompt emotions, while [16, 22, 25] in-
troduce an emotion reference video to suggest the desired
expression. [59, 60, 65] infer head poses from audio via
a time series analysis model [23]. Despite their contribu-
tions in enhancing the expressiveness of generated avatars,
these methods still exhibit certain limitations: 1) Since non-
verbal facial dynamics exhibit weak correlations with audio,
such deterministic models tend to produce fixed and unreal-
istic outputs, lacking the diversity. 2) Low-resolution image
generator [16, 25, 46] struggle to capture emotion-aware
textures and clear teeth. Additionally, they face challenges
in maintaining consistency between the generated video and
source image [31, 56]. As a result, these methods have not
addressed the two core observations mentioned earlier.

In this paper, we propose a novel method called
FlowVQTalker to generate vibrant emotional talking head
videos that meet: (1) diverse outputs encompassing var-
ious facial dynamics that respond to the driving audio
and the emotional context. (2) preservation of the iden-
tity information from the source image, accompanied by
the presentation of rich emotion-aware textures and clear
teeth to enhance expressive performance and video qual-
ity. FlowVQTalker is comprised of the Flow-based Coeff.
Generator (FCG) and Vector-Quantized Image Generator
(VQIG), which are interconnected via the coefficients of 3D
Morphable Models (3DMM) [7]. Within the FCG, we de-
vise ExpFlow and PoseFlow for expression and pose coef-
ficient modeling, built upon the generative flow model [39].
To elaborate, ExpFlow establishes an invertible transforma-
tion between emotional expression coefficients and latent
codes, which are then mapped into the Student’s t mixture
model (SMM). Each mixture component of the SMM en-
codes features for an emotion class, wherein latent codes
within the same component represent the same emotion
while differing in nonverbal facial cues. During inference,
we stochastically sample latent codes from the correspond-
ing SMM component, ensuring the diversity of generated
expressions. Furthermore, the one-to-one and bijective re-
lationship between expression coefficients and latent codes
enables us to achieve emotion transfer by providing an
emotion reference. PoseFlow employs a similar technique
to ExpFlow but incorporates specific modifications for han-
dling pose-related aspects, as detailed in Sec. 3.2.

On the other hand, VQIG approaches the synthesis of
fine-grained textures and teeth from a fresh perspective. We
regard image rendering as a code query task within a learned
codebook. This perspective is inspired by the capabilities of
the codebook in VQ-GAN [9], which excels at preserving
emotion-aware texture information and supplying a wealth
of visual elements for generating top-quality faces. How-

ever, the vanilla VQ-GAN framework grapples with pre-
serving identity information when appearing frequent spa-
tial transformations. To this end, we extract features from
source image to complement the motion synthesis, facilitat-
ing high-fidelity and expressive talking faces creation.

In summary, our contributions are outlined as follows:
• We introduce FlowVQTalker, a system capable of gen-

erating emotional talking face videos with diverse facial
dynamics and fine-grained expressions.

• We harness the generative flow model to forecast non-
deterministic and realistic coefficients. To the best of our
knowledge, we are the pioneers in applying normalizing
flow for emotional talking face generation.

• The visual codebook within our proposed VQIG enriches
the textures with emotion-aware HD details, thereby en-
hancing expressiveness and elevating video quality.

• Extensive experiments demonstrate that our
FlowVQTalker outperforms the competing methods
in both quantitative and qualitative evaluation.

2. Related Work
2.1. Audio-Driven Talking Face Generation

Existing audio-driven talking face generation methods can
be broadly categorized into reconstruction-based methods
and intermediate representation-based methods. On the one
hand, the former [4, 44, 71] typically involve mapping in-
puts from different modalities (e.g., audio and images) to
corresponding features using encoders. Subsequently, these
features are decoded to produce the talking faces. For
example, Prajwal et al. [37] train their Wav2Lip follow-
ing adversarial process [27], where the generator, based
on an encoder-decoder architecture, reconstructs videos
from the extracted features, and the lip-sync discrimina-
tor [6] is employed to improve lip-synchronization. On
the other hand, the intermediate representations, like land-
marks [5, 66, 70, 75] and dense motion fields [59, 60], are
leveraged to bridge the modality gap. Zhou et al. [74] pro-
poses a two-stage model to predict facial landmarks from
audio, which subsequently serve as a condition for video
synthesis. In contrast, we adopt 3D Morphable Model
(3DMM) [7] as the bridge, as it offers better decoupling and
control over expression, pose, and identity. Moreover, these
methods neglect incorporation of expressive emotions into
the generated faces, which is the main focus of our work.

2.2. Emotional Talking Face Generation

In the pursuit of achieving lifelike and emotionally expres-
sive talking face generation, an increasing number of stud-
ies are incorporating emotion as a crucial element. One
prevalent category of emotion sources in current methods
is one-hot labels [8, 11, 18, 32, 33, 36, 43, 55]. Wang et
al. [57] release an emotional audio-visual dataset MEAD
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and aligns neutral images with emotional states through the
guidance of one-hot emotion labels using a U-Net. How-
ever, such deterministic models are prone to producing fixed
expressions. Instead, our approach involves mapping dif-
ferent expressions into the latent distribution of a mixture
model through normalizing flow [15, 39]. This enables us to
sample a range of diverse expressions from the modeled dis-
tributions during inference. Recent works [16, 22, 52, 64]
focus on emulating the speaking styles of given reference,
thereby conveying more diverse expressions. Ma et al. [25],
for instance, extract style codes from the 3DMM expression
coefficients and generate lip movements synchronized with
audio. Leveraging the forward process of normalizing flow,
our method readily identifies the precise latent code corre-
sponding to the given coefficients in the modeled distribu-
tion, thus achieving controllable emotional transfer.

2.3. Vector-Quantized Codebook

Vector-Quantized Network [9, 30] learns a codebook to
store quantized features extracted from an autoencoder, sig-
nificantly enhancing image modeling. Due to its effective-
ness in replacing extracted features with quantized ones,
this approach has demonstrated its remarkable potential
in image restoration [12, 62, 73] and talking face genera-
tion [53, 58, 63]. Ng et al. [29] store facial motion in a dis-
crete codebook and generate potential responsive motions
of listeners during conversations. Wang et al. [58] learn
position-invariant quantized local patch representations and
employ a transformer to achieve face reenactment. How-
ever, both methods construct speaker-specific codebooks,
which face challenges to generalize on arbitrary identities
and facial motions. In contrast, our approach utilizes a
generic codebook capable of representing a wide range of
identities and facial expressions, enabling the production of
high-quality talking face videos with rich emotional facial
textures. To the best of our knowledge, we are the pioneers
in employing normalizing flow and vector-quantized code-
books for speech-driven emotional facial animation.

3. Method
3.1. Overview

Fig. 2a illustrates the pipeline of FlowVQTalker, which is
designed to create emotional talking head videos based on
a source image I0, driving audio a and emotion label e. We
also achieve emotion transfer by introducing an emotion
reference Ire . Basically, we leverage the expression coef-
ficients β ∈ R64 and pose coefficients ρ ∈ R6 of 3D Mor-
phable Models (3DMM) [3] to represent facial dynamics.
Specifically, we input {(β0, ρ0), a, e} or {(β0, ρ0), a, β

r
e}

(for emotion transfer) into Flow-based Coeff. Generator
(Sec. 3.2), comprising ExpFlow and PoseFlow, to predict
emotional facial dynamics (β̂e, ρ̂e). By integrating the de-

signed Vector-Quantized Image Generator (Sec. 3.3), we
generate emotional talking head frames Îe from the gen-
erated (β̂e, ρ̂e) and the source image I0. The following sub-
sections will delve into the finer details of each module.

3.2. Flow-based Coeff. Generator

Preliminary of Generative Flow Model. Normalizing
flow [39] serves as a generative model with a primary ad-
vantage: it can effectively model a complex distribution X
by leveraging a simple, fixed base distribution Z through
an invertible and differentiable nonlinear transformation f .
This reversibility of f implies that z ∈ Z can be readily
obtained from x ∈ X using an inverse process denoted as
f−1, constituting a normalizing flow. When dealing with
highly complex distributions, it is often necessary to em-
ploy a series of multiple flow steps {fn}Kn=1 to achieve the
desired distribution modeling: f = fK ◦ · · · ◦ f2 ◦ f1. For-
mulaically, for a given complex distribution X ∼ pX , a
simple distribution Z ∼ pZ and hidden distributions Hn,
the transformations among these can be represented as:

z
f1←→ h1

f2←→ h2 · · ·
fK←→ x (1)

x = f(z) = fK(fK−1(...f1(z))) (2)

z = f−1(x) = f−1
1 (f−1

2 (...f−1
K (x))) (3)

Given
(

∂zk
∂zk−1

)
as the Jacobian matrix of f−1

n at x, the log-
likelihood [2] is formulated using maximum likelihood:

logX (x) = logZ(z) +

K∑
k=1

log

∣∣∣∣det( ∂zk
∂zk−1

)∣∣∣∣ , (4)

ExpFlow. We apply normalizing flow [39] to produce the
expression coefficients of talking face with diverse facial
emotion dynamics. However, several non-trivial challenges
have emerged: 1) Calculating det

(
∂zk

∂zk−1

)
comes with

computational complexity that approaches O(D3), which
is intractable for large input dimension D. 2) Encoding var-
ious emotional coefficients into the latent space and further
sampling the specified latent code z has been minimally ex-
plored. 3) The scarcity of emotional audio-visual dataset
poses difficulties for modeling mixture distributions. To
tackle these challenges, we introduce ExpFlow, which not
only establishes a more efficient architecture but also lever-
ages a mixture model designed for few-shot learning.

Fig. 2b illustrates the framework of ExpFlow built
on [13, 15, 21]. The ground truth (GT) emotional coef-
ficients βt

e ∈ R64 (for simplicity, we omit time t in the
following) and conditional context c pass through K flow
steps to yield latent code z ∈ R64. In our work, the context
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Figure 2. The overview of our proposed FlowVQTalker. (a) Main pipeline. Given a source image I0, audio a and emotion label e, Flow-
based Coeff. Generator ( Sec. 3.2) generates synchronized emotional coefficients (β̂e, ρ̂e). Vector-Quantized Image Generator (Sec. 3.3)
further produces emotional talking face frames Îe. (b) The framework of ExpFlow and train/inference workflow. ExpFlow is composed of
K flow steps, each containing three subsections: multi-actnorm, invertible convolution, and an affine coupling layer. Based on the property
of normalizing flow [40], our proposed ExpFlow is bijective.

c contains the source coefficient β0 for preserving identity,
driving audio a for lip motion guidance, the previous τ co-
efficients βpre

e = βt−τ :t−1
e for video frame consistency and

emotion label e for specifying desired expression.
Each flow step of transformation f−1

i (·) consists of
multi-actnorm, invertible convolution and the affine cou-
pling layer. A detailed schematic is provided in the sup-
plementary (Suppl). For the multi-actnorm, given the mean
µ and standard deviation δ for each set of emotional data,
we implement it as an affine transformation: h′ = β−µ

δ . In
our case, we initialize µ and δ with the same parameters for
each emotion and update them during training, which helps
mitigate overfitting [15]. Next, ExpFlow introduces an in-
vertible 1× 1 convolution layer: h′′ = W · h′, designed to
handle potential channel variations. Following this, we uti-
lize a coupling layer based on a transformer F to generate h
from h′′ and c. More specifically, we split h′′ into h′′

h1 and
h′′
h2, where h′′

h2 is affinely transformed by F based on h′′
h1:

t, s = F(h′′
h1, c); h = [h′′

h1, (h
′′
h2 + t)⊙ s], (5)

where t and s denote the transformation parameters. Thanks
to the preserved h′′

h1, we can maintain tractability in the re-
verse direction. To sum up, we have the capability to map
βe into the latent code z and predict coefficients based on a
sampled code ẑ ∈ pZ as follows:

z = f−1(βe, c); β̂e = f(ẑ, c) (6)

Furthermore, we mitigate the computational complexity
from O(D3) by streamlining the computation of the Jaco-
bian determinant using a transformer F , analyzed in [21].

Up to this point, the need for a suitable distribution
model pZ is paramount. To this end, we turn to Student’s
t Mixture Model (SMM) which encompasses a ‘fat tail’
of multivariate t-distribution, particularly effective when

working with our relatively small datasets [1]. Concretely,
if the outliers within the coefficient distribution cannot be
adequately explained by the latent distribution, they exert
an unbounded influence on the maximum likelihood pro-
cess. Therefore, to mitigate the impact of these outlier
data points, the t-distribution becomes our preferred choice.
Given emotion label e ∈ 1, · · · , C, mean µi, Σi and the de-
grees of freedom ν(> 0), a multivariate t-distribution and
marginal distribution of z known as SMM are expressed as:

pZ(z | e = i) = tν (z | µi,Σi) , (7)

pZ(z) =

C∑
i=1

πitν (z | µi,Σi) , (8)

where πi is the mixture coefficient. Here we hypothe-
sise that all categories of emotions have the same propor-
tion, setting πi = 1

C . Following [15], the emotion-class-
conditional likelihoods of βe is:

pβe∼X (βe | e = i) = tν (z | µi,Σi) ·
K∏

k=1

∣∣∣∣det( ∂zk
∂zk−1

)∣∣∣∣
(9)

To ensure that the mean vectors of different emotions are
distinct from each other in the latent space, we randomly
initialize the mean vectors µ of each emotion i from the
standard normal distribution µi ∼ N (0, I) and maintain
their covariance matrices as identity according to [15]. In
combination with SMM, we can train our ExpFlow by min-
imizing the negative log-likelihood loss (MLE):

Lexp = −
T−1∑
t=0

log pZ
(
f−1(βt

e, c) | et
)
, (10)
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Figure 3. The structure of Vector-Quantized Image Generator (VQIG). (a) Codebook. Initially, we train a high-quality image encoder Eh,
codebook C and image decoder Dh using a self-reconstruction strategy. Once converged, we freeze the parameters of Eh, C and Dh. (b)
VQIG. I0 are encoded as a discrete representation zc to capture identity and texture information. (β̂e, ρ̂e) generated by Sec. 3.2 are mapped
into σ by ψ, which is then used to warp I0 into Iw. An additional warped image encoder Ew is introduced to encode Iw as zw. We employ
φ to derive zf from zw and zc. Along with zc, both are fed into the multi-head cross-attention module (MHCA) and a transformer T . The
generated vectors retrieve the best-matching features from the Codebook C. The final result is rendered through Dh. It is worth noting that
we introduce ADAIN at both feature and image levels to incorporate additional spatial information.

where T is the length of audio a. To guarantee video conti-
nuity, we introduce the consistency loss Lcon:

Lcon = ∥(βt
e − βt−1

e )− (β̂t
e − β̂t−1

e )∥1, (11)

where β̂e is generated by the reverse process in Eq. (6).
During inference, we produce the coefficient sequence in

an autoregressive fashion, with the current output β̂t
e serving

as the context for the subsequent iteration, as the previous
frame βpre

e . Furthermore, we have the option to replace
the randomly sampled ẑ with ẑre = f−1(βr

e) to facilitate
emotion transfer, where βr

e are extracted from the emotion
reference Ire , as depicted in 2a.

We notice that the dropout of βpre
e in context c signifi-

cantly influences emotion diversity (as confirmed in Fig. 6).
Besides, while the ’fat tail’ of the t-distribution has ef-
fectively addressed the outlier issue resulting from limited
data, we have further improved performance through Man-
ifold Projection [24]. Particularly, we apply the trained
ExpFlow to obtain and store all z ∈ R64 from the train-
ing set as the prior D ∈ RN×64. At inference time, for
each randomly sampled ẑ, we find the K nearest points
{z1, · · · , zK} inD. Subsequently, we substitute

∑K
k=1 wk ·

zk for ẑ, where the weights wk are determined by minimiz-
ing min∥ẑ−

∑K
k=1 wk ·zk∥22,

∑K
k=1 wk = 1. In this way, we

maintain the original diversity while enhancing robustness.
PoseFlow. PoseFlow is designed to generate a sequence of
head poses based on audio and pose history. To achieve this,
PoseFlow follows a similar framework as ExpFlow shown

in Fig. 2b. However, there are several key modifications.
First, given that the emotional dataset MEAD [57] used
in our work, used in our work lacks pose information, we
adapt the context c from [β0, a, β

pre
e , e] to cpose = [a, ρpre].

The rationale for excluding the source head pose ρ0 is that
a single frame’s pose does not convey identity information.
Second, we employ a Gaussian distribution N (0, I) as our
pZ instead of SMM, as we disregard the influence of emo-
tion on head pose. Third, given the pose flow step fpose, we
replace the loss function in Eq. (10) with Lpose:

Lpose = −
T−1∑
t=0

log pZ
(
f−1
pose(ρ

t, cpose)
)

(12)

3.3. Vector-Quantized Image Generator

Upon obtaining the emotional coefficients (β̂e, ρ̂e), we em-
ploy them to animate the source image I0 with intricate
textures, which are crucial for conveying desired emotions.
Our key insight is to build a discrete codebook, which stores
high-quality visual textures of face images including teeth,
providing essential details to enhance the quality of the an-
imated results. Leveraging this context-rich codebook, we
introduce our Vector-Quantized Image Generator (VQIG)
to enable high-fidelity and expressive image rendering.
Codebook. We draw inspiration from VQGAN [9],
and train our texture-preserving codebook prior by self-
reconstruction. Concretely, as illustrated in Fig. 3a, we
initially apply a high-quality image encoder Eh to embed
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the source image I0 ∈ RH×W×3 into the latent vector
zh ∈ Rm×n×d. Then we generate the vector-quantized rep-
resentation zc by involving an introduced codebook C =
{ck ∈ Rd}Nk=1 and replacing zc with the queried nearest
code ck in C:

zc = q(zh) := argmin
ck∈C

∥∥∥zi,jh − ck

∥∥∥
2
. (13)

Subsequently, an image decoder Dh is leveraged to recon-
struct the input image Î0. To jointly train the above modules
in an end-to-end fashion, we adopt reconstruction loss Lrec,
perceptual loss Lper [17, 67] and adversarial loss Ladv [9]:

Lrec = ∥I0 − Î0∥1; Lper = ∥Φ(I0)− Φ(Î0)∥22; (14)

Ladv = logD(I0) + log(1−D(Î0)), (15)

where Φ denotes the feature extractor of VGG19 [42]. To
update Eh and C, we utilize code-level loss Lcode and Lfeat:

Lcode = ∥sg(zh)−zc∥22; Lfeat = ∥zh−sg(zc)∥22, (16)

where sg(·) donates the stop-gradient operator. Given the
loss weights λs, the total loss Ltot is represented as:

Ltot = Lrec + Lpre + λadvLadv + Lcode + λfeatLfeat. (17)

VQIG. Once the codebook C is well-trained, we freeze
the parameters of Eh, C and Dh, and devise Vector-
Quantized Image Generator (VQIG) for image animation
shown in Fig. 3b. Specifically, the source image I0 is
first transformed into zh = Eh(I0) and quantize it as
zc = q(zh), which delivers the identity and texture infor-
mation. Considering that the predicted coefficients (β̂e, ρ̂e)
provide the motion guidance, we introduce a mapping net-
work Φ [38] to generate motion descriptors σ = Φ(β̂e, ρ̂e),
which are used to further warp I0 as Iw via a warping net-
work W . Subsequently, we extract zw using warped image
encoder Ew, which is fine-tuned from Eh during training
VQIG. While Iw roughly achieves spatial transformation,
it may struggle to preserve identity and texture information
with detrimental artifacts. To this end, we compensate with
zc by combining it with zw as zf using a fuse network φ. To
enhance the performance of emotion-aware texture, we em-
ploy a multi-head cross-attention mechanism (MHCA) [62]
and an adaptive instance normalization (AdaIN) [14] oper-
ator to spatially fuse zc and zf , which helps to restore the
face with fidelity and motion guidance, respectively. Subse-
quently, we insert a transformer T [73] to predict code se-
quence ŝ ∈ {0, · · ·, N − 1}m·n, which retrieves the respec-
tive code items from learned codebook C, forming quan-
tized features ẑc. Through the decoder Dh, we generate
high-fidelity and expressive face images Îe with clear teeth.

To train our VQIG, we adopt the two-stage train strat-
egy [73]: code-level and image-level supervision. Firstly,
we extract code sequence s and latent features zc from GT
frame and minimize the difference with the predicted ones:

LVQIG
code =

m·n−1∑
i=0

−silog(ŝi); LVQIG
feat = ∥ẑf − zc∥22.

(18)

Besides, we incorporate the same image-level loss func-
tions as Eq. (14) and Eq. (15).

4. Experiments

4.1. Experimental Settings

Datasets and Implementation Details. We train our
framework on MEAD [57] and HDTF [69]. During training
codebook, we additionally incorporate FFHQ dataset [19]
to further improve face modeling capabilities and enhance
the preservation of expressive textures. MEAD includes
videos of 60 participants expressing 8 different emotions
while speaking 30 sentences. HDTF collects various talk-
ing videos featuring over 300 identities from YouTube. We
categorize the video clips in MEAD into eight emotion cat-
egories as originally specified and designate the video clips
in HDTF as the ninth category, as they generally represent
speaking styles closer to reality without pronounced emo-
tions. FFHQ dataset comprises 70,000 high-quality face im-
ages. We crop and resize all data as a resolution of 512×512
and the latent vector dims are m = n = 16, d = 256.
The codebook size and loss weights are set as N = 1024,
λadv = 0.8, λfeat = 0.25, respectively. Our method is im-
plemented with PyTorch and trained using the Adam opti-
mizer [20] on 4 NVIDIA GeForce GTX 3090.

Comparison Setting. We compare our method with:
(a) emotion-agnostic talking face generation methods:
Wav2Lip [37], PC-AVS [72], IP-LAP [70]; (b) emo-
tional talking face generation methods: EAMM [16],
EMMN [46], EAT [11], PD-FGC [52]. The former fo-
cuses on the synchronization between the generated lip mo-
tion and the input audio, which is validated by Landmarks
Distances on the Mouth (M-LMD) [5] and the confidence
score of SyncNet [6]. In contrast, the emotional talking
head generation methods performs expressive expressions
on the whole face, where we employ Facial Landmarks Dis-
tances (F-LMD) for evaluation. In addition, we fine-tune
the Emotion-Fan [26] using MEAD dataset and measure the
emotion accuracy (Accemo). Furthermore, SSIM [61] and
FID [41] are adopted to assess image quality, while cumu-
lative probability blur detection (CPBD) [28] is introduced
to evaluate the clarity of the texture.
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Figure 4. Qualitative comparisons with state-of-the-art methods. See full comparison in supplementary material (Suppl).

Method
MEAD [57] HDTF [69] Emotion Input Output

SSIM↑ FID↓ M/ F-LMD↓ Syncconf ↑ CPBD↑ Accemo ↑ SSIM↑ FID↓ M/ F-LMD↓ Syncconf ↑ CPBD↑ Label Reference Diversity HD

Wav2Lip [37] 0.648 28.924 2.294 / 2.234 8.484 0.104 17.64% 0.742 19.757 1.767 / 1.732 9.073 0.126 % % % %

PC-AVS [72] 0.510 36.804 3.130 / 4.062 5.641 0.125 15.84% 0.690 17.617 1.637 / 2.217 8.520 0.119 % % % %

IP-LAP [70] 0.641 26.823 2.303 / 2.205 3.371 0.116 17.61% 0.710 18.461 1.789 / 1.708 3.357 0.142 % % % %

EAMM [16] 0.621 26.478 2.624 / 2.762 1.594 0.106 43.68% 0.604 27.302 2.747 / 2.746 4.296 0.118 % ! % %

PD-FGC [52] 0.684 27.511 2.104 / 2.112 5.196 0.103 61.47% 0.692 16.929 1.720 / 1.966 7.321 0.128 % ! % %

EMMN [46] 0.675 22.895 2.439 / 2.851 5.125 0.116 58.53% 0.671 20.137 2.513 / 2.924 5.844 0.114 ! % % %

EAT [11] 0.684 19.836 2.056 / 2.284 6.533 0.120 65.83% 0.706 18.316 1.945 / 2.026 7.428 0.121 ! % % %

FlowVQTalker 0.689 16.553 1.939 / 2.061 5.901 0.181 71.53% 0.708 15.165 1.643 / 1.958 6.766 0.268 ! ! ! !

GT 1.000 0.000 0.000 / 0.000 6.733 0.161 81.68% 1.000 0.000 0.000 / 0.000 7.728 0.238 - - - -

Table 1. Quantitative comparisons with state-of-the-art methods. Supplementary material gives more quantitative comparison results.

4.2. Compare with other state-of-the-art methods

Talking Face Generation. Fig. 4 displays video frames
generated by various SOTA methods (See Suppl for full
comparison). PC-AVS and IP-LAP struggle with preserv-
ing identity information and lip synchronization, respec-
tively. Additionally, both methods cannot generate videos
with emotional expressions. Although EAMM resorts to a
driving video as emotion guidance, it fails to perform vivid
expression on the whole face. PD-FGC and EAT can pre-
dict happy faces, but PD-FGC’s surprised faces lack clear
expressions, and EAT faces issues with closed eyes. Our
results demonstrate the preservation of identity informa-
tion while accurately expressing corresponding emotions.
Note that since ẑ is randomly sampled from the modeled
distribution, our method can randomly generate blinks (as
pointed out by red arrow), contributing to expressive and
dynamic talking faces. Furthermore, please see the zoom-in
details, the compared methods struggle to synthesize fine-
grained, emotion-aware textures and clear teeth. In contrast,

our method excels at generating high-quality images, even
when the source image is blurred. Tab. 1 shows that our
FlowVQTalker achieves the best performance across most
evaluation criteria. Wav2Lip [37] obtains the highest scores
in Syncconf which even surpasses the ground truth (GT). We
assume that Wav2Lip uses SyncNet confidence as a criti-
cal constraint using a SyncNet discriminator [6], which is
reasonable to pursue a higher Syncconf. We obtain similar
scores to GT and lower M-LMD, demonstrating our abil-
ity to predict synchronized lip motions. Moreover, since
Wav2Lip and IP-LAP only edit mouth region and keep other
facial parts unchanged, they achieve highest SSIM and low-
est F-LMD, respectively. Thanks to our texture-rich code-
book, FlowVQTalker significantly outperforms SOTAs re-
garding CPBD on both datasets, which suggests that the
details in our results are clearer and more visually appeal-
ing. Note that our emotion source can be emotion label for
high-definition (HD) diverse facial emotion dynamics gen-
eration, or be an emotion reference for emotion transfer. In
contrast, the compared methods can only accommodate one
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MakeItTalk Audio2Head ACVT SadTalker FlowVQTalker GT

(a) Trace maps

(b) Correlation between audio and poses.

Figure 5. Comparison with SOTAs in terms of generated poses.

Metric/Method PC-AVS IP-LAP EAMM EAT FlowVQTalker GT

Lip-sync 3.89 3.91 3.43 3.94 4.03 4.88
Iamge-quality 3.24 3.83 3.46 3.72 4.25 4.67
Accemo 31.5% 54.9% 53.2% 52.4% 60.6% 76.4%

Table 2. User study results.

(a) GMM (b) w/o data dropout (c) Ours

Figure 6. Visualization of latent space.

of these inputs, resulting in a deterministic output.
Diversity. We present facial dynamics diversity and
emotion transfer in supplementary video, encompass-
ing expression, blink and pose. Here, we compare
with MakeItTalk [75], Audio2Head [59], AVCT [60] and
SadTalker [68] concerning pose diversity and correlation
with audio, assessed using trace map [68] and correlation
map [59]. Fig. 5a demonstrates that only AVCT performs
comparable diversity with our FlowVQTalker, while ours
achieves better synchronization than ACVT in Fig. 5b.
User Study. We conduct user study to evaluate our method
from a human perspective. We recruit 20 participants (10
males/10 females) to score 120 videos (20 videos × (5
methods + GT)) from 1 (worst) to 5 (best) in terms of
lip synchronization and image quality. They are also re-
quired to classify the emotion performed by videos. The
results, detailed in Tab. 2, clearly illustrate the superiority
of our method across all evaluated aspects with the aid of
our human-like observations and corresponding solutions.

4.3. Ablation Study.

Ablation of ExpFlow. For ExpFlow, we delve into the im-
pact of different settings on the latent space, a crucial el-
ement in emotional modeling and diversity. We examin

Figure 7. Visualization results of ablation study.

two key variations: (1) GMM: replace SMM with Gaussian
Mixture Model (GMM). (2) w/o data dropout: use SMM
but exclude data dropout. Fig. 6 presents the visualization
of the latent space. GMM tends to overfit and form clus-
ters around specific data points within our relatively small
dataset [57]. This leads to poor performance as the model
is prone to sampling outliers. While SMM, with its long-
tailed distributions, mitigates this issue, data dropout is also
critical for constructing more resilient distributions. In ad-
dition, data dropout also improves the consistency between
the generated motion and the context, achieving better syn-
chronization of audio and lip motion as shown in Suppl.
Ablation of VQIG. We conduct an ablation study on VQIG
with following variants: We started with a baseline (B),
which retains only Ew, ADAIN and Dh. Subsequently,
we add W , φ, MHCA and C in turn to verify the valid-
ity of each module, namely B+W , B+W+φ, B+W+φ+M
and B+W+φ+M+C (Full Model). The results presented
in Fig. 7, where W initially warps the source image but
lacks detail information, φ and MHCA effectively fuse
identity, texture and spatial information, and the inclusion
of C further improves the fidelity and clarity of the image.

5. Conclusion
In this paper, we introduce FlowVQTalker, a system capa-
ble of generating talking face with high-definition expres-
sion and non-deterministic facial dynamics, addressing both
insights we set out. Within FlowVQTalker, flow-based co-
eff. generator establishes an invertible mapping between
coefficients of 3DMM and a distribution model, allowing
for random sampling to ensure diverse nonverbal facial ex-
pressions. Vector-quantized image generator resorts to a
texture-rich codebook and synthesizes realistic videos with
fine-grained details, such as emotion-aware wrinkles and
clear teeth. We conduct comprehensive experiments to il-
lustrate the superiority of our FlowVQTalker.
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